
                                                                                                                                    

Affine fields and the operator formulation of augmented 
scalar fields 

John R. Klauder 

Bell Laboratories, Murray Hill, New Jersey 07974 

Affine fields, which can be used to replace the usual canonical fields, and which induce strictly 
homogeneous transformations of the underlying configuration space, are shown to be relevant in the 
operator formulation of augmented scalar field models. A characterization of the Hamiltonian and other 
basic generators by means of the expectation functional of the square of the field replaces the standard 
one based on the expectation functional of the field. Connection with previous work on augmented models 
is established through the form of the equation of motion for the field. 

I. INTRODUCTION 

Efforts to understand the singular nature of nonre­
normalizable quantum field theories continue at a 
steady pace. In one point of view, which can be dubbed 
the" hard-core picture" and the essentials of which 
were outlined several years ago, 1 it was argued that 
from the standpoint of functional integration nonrenor­
malizable interactions act partially as relative hard 
cores projecting out certain of the field histories other­
wise allowed by the free theory. This viewpoint mani­
festly explains the difficulties inherent in a perturbation 
expansion about the conventional free theory, and simul­
taneously suggests the search for a" pseudofree" the­
ory, an alternative to the free theory that includes the 
hard-core interaction effects and about which any mean­
ingful perturbation must necessarily take place. But 
such a general picture, however good it may prove to 
be, does not specify just how to go about constructing 
a theory incorporating the hard-core effects, either 
pseudofree or fully interacting. More recently, guided 
by highly specialized soluble models, a fairly definitive 
proposal was made as to just how to formulate a theory 
in such a way as to take into account the hard-core 
effects and thus to constitute a potential theory of non­
renormalizable interactions. At the same time this 
specific kind of proposal could be applied to models 
conventionally regarded as (super) renormalizable so 
as to construct new, noncanonical solutions. 

The initial formulation of these alternative models 
was in the context of functional integration in which the 
conventional action was "augmented" by an additional 
term, a term which in no way altered the classical 
theory, but which effectively changed the basic measure 
in the functional integration. 2 Lattice-space techniques 
were used to give some precision to this formulation. 
Subsequently, functional differential equations were 
derived for the generating functional of the time-ordered 
Green's functions, 3 but this analysis, while providing 
a technically convenient formulation, is nevertheless a 
fairly straightforward consequence of the functional 
integration approach initially taken. 

In this paper we reformulate these models once 
again, this time on the basis of an "operator approach," 
i. eo, field operators, Hamiltonian, Hilbert space, and 
all that. This is not as straightforward as it might 
appear at first glance since the models in question are 
definitely non canonical, and so the ultimate formulation 
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cannot be canonical. In particular, instead of the usual 
canonical Heisenberg group we find an alternative kine­
matical group, the affine group, to be relevant. In its 
simplest form the affine group is the two-parameter 
group of transformations y - p-l", - q, P > 0, of the real 
line into itself. Representations of this group have been 
studied previously, 4 and in addition we shall be able to 
draw on our own earlier studies of its kinematical ap­
plications in quantum theory. 5,6 

In our quantum field applications here, we are ulti­
mately led to consider affine fields, </l(x) and K(X), x 
a spatial variable, that obey the (equal time) affine 
commutation relations (ACR), [</l(x), K(y)] = i6(x - y)</l(x), 
rather than the conventional canonical fields, </l (x) and 
"(x), that obey the (equal time) canonical commutation 
relations (CCR), [</l(x), "(y)]=i6(x-yl. 

The reasons for choosing such an alternative, non­
canonical operator formulation are not immediately 
evident, and our efforts in Sec. II are directed toward 
some heuristic motivational arguments. Section III is 
devoted to developing the affine field formulation and a 
number of results are derived that may be compared 
with those from the canonical approach. Especially 
noteworthy are the relations we derive that are analogs 
of the well-known characterization of a scalar field the­
ory by the expectation functional of the sharp-time field 
as developed by Araki. 7 Our basic philosophy and pri­
mary results are briefly summarized in Sec. IV. 

II. SIGNIFICANCE OF SCALE TRANSFORMATIONS 
IN AUGMENTED FIELD THEORIES 

Let us here briefly recall the formal functional inte­
gral defining the augmented model for a quartic self­
interacting scalar field. 2 In an n-dimensional Euclidean 
space-time the generating functional of interest takes 
the form (dx "" d" x) 

5'(11) ""N' ( exp(i( h<f> dx - ({H(V<f»2 

(1) 

where X denotes an auxiliary field variable and the con­
ventional action has been augmented by the term 
f, fX2<f> 2 dx. With the formal convention that 

D<f>""nd<f>(x), DX""ndX(x), (2) 
x x 
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it follows upon integrating out the X field that 

S'(h) =IV I J exp[i J hib dx - W(ib) lD 'ib, (3) 

where W denotes the conventional Euclidean action, 

and 

x 

In Ref. 2 meaning was given to such expressions [in­
cluding (5)] by appealing to a lattice-space formulation 
(regularization) . 

The conventional approach to quartic self-interacting 
scalar field models is characterized instead by the 
generating functional 

(6) 

where D ib is given in (2). 

Formally speaking, the prinCipal distinction between 
the conventional and augmented formulations is just the 
choice of the basic formal measure, D if, or D'ib. These 
two measures have different formal invariances: D ib 
is translation invariant, 

where (ib + A) (x) 0= if, (x) +A(x), for arbitrary A(x);D'ib 
is scale invariant, 

(7) 

(8) 

where (Sib) (x) o=S(x)ib(x), for arbitrary Sex) > O. Such 
different properties lead to rather distinct consequences. 

Recall that it is the goal of regularization and renor­
malization to convert a formal expression such as (6) 
into one like 

(9) 

where jJ. denotes a probability measure (e. g., on the 
space of tempered distributions, 5'), and (h, ib) is sim­
ply a more proper way of writing fhib dx when <I> is not 
necessarily a function. Now suppose that for some real 
vector space /I (e. g., C; functions), it follows that 

(10) 

for all A E: /I; in words, the translated measure is equi­
valent to itself (has the same sets of zero measure). If 
(10) holds true, then (Euclidean space-time!) canonical 
fields exist; and in fact, for the (1)4)2 and (1)4)3 models 
of constructive quantum field theory8 that is undoubtedly 
the case. For given the validity of (10) one can introduce 
the functional 

f . (djJ.(ib - Jc))l /2 
S(h, Jc) '" exp[l(h, ib)] djJ.(ib) djJ.(ib), (11) 

for suitably many h = hex) and k = hex), which defines 
a representation of the canonical commutation relations 
(in integrated form), and which may be given concrete 
realization through a GNS (Gel'fand, Naimark, Segall 
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construction as unitary operators acting in a separable 
Hilbert space. 9 

It is intuitively clear that the translation invariant 
formD<I> is needed in order for (10) to hold true. Indeed, 
if (6) is given meaning by regularizing W(ib) (e. g., 
through a momentum-space cutoff and a finite space­
time volume), then the so regularized form impliCitly 
defines a measure that automaticall}, satisfies (10). So 
much for the conventional approach. 

As for the augmented formulation it can be expected 
that regularization and renormalization convert (3) into 
the expression 

S'(h) '" ( exp[i(li, <I»]djJ.'(<I», (12) 

where jJ.'(<I» is another probability measure on fields 
(say on 5', again). Now suppose, instead of (10), that 
there exists a real vector space /I' (e. g., C~ functions, 
again) such that 

(13) 

for all Sex) '" exp[s(x)] where S E: 1/'; in words, the scale­
transformed measure is equivalent to itself. If (13) 
holds true, then the functional 

f (djJ.'(r-1if,)) 1/2 
S'(ll, r) '" exp[i(h, ib)] djJ.'(<I» djJ.'(<I» (14) 

is well defined for suitably many h = hex) and r = rex) 
'> O. This functional defines a representation of a group, 
the affine group, and the GNS construction again pro­
vides a concrete realization of that group as unitary 
operators acting in a separable Hilbert space. Further 
discussion of this group and its representations are 
reserved to the next section. 

In order for (13) to hold, it is intUitively clear that 
the scale invariant form D' <I> is needed. Moreover, if 
(3) is given meaning by regularizing W(<I» as above, 
then the so regularized form impliCitly defines a mea­
sure that automatically satisfies (13). 

In fact, even more is true. When a field problem is 
reduced by regularization to a problem of essentially 
a finite number of degrees of freedom, the associated 
probability measure is generally equivalent to itself 
under both translation and scaling. For instance, the 
probability measure 11*(v) on the real line character­
ized by dl1*CI'l '" exp(- 1Ty2) dv is equivalent to itself un­
der both translation (y - y + 0) and scaling (y - by, b - 0). 
Consequently, there is, in the regularized formulation 
of the model, no argument to favor the canonical ap­
proach over the affine one. The relevant choice is the 
one that survives the limit when the regularization is 
removed; and for the augmented formulation as in (3) 
it seems reasonably clear that the affine approach has 
the best chance of survival. 

Another argument for scale transformations 

Another argument in favor of scale transformations 
and thus for the affine group can be readily advanced. 
To make this point most clearly let us first recall the 
anharmonic oscillator Hamiltonian given by (A ~. 0) 
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(15) 

This example has been treated earlier by path-integral 
techniques, 10 and the hard- core effects alluded to at the 
outset of this paper arise in this case as well in that 
all paths that would otherwise meet or cross x = 0 are 
projected out due to the singular potential. This pro-
j ection of certain paths persists even for A - 0" and 
the limiting Hamiltonian differs from the harmonic os­
cillator. The analog for the differential equation of this 
path proj ection is represented by boundary conditions. 
In particular, the singular nature of the term x-4 per­
mits one to freely rewrite (15) as 

1 a2 
I 1 A H=----:::-:2 +_X2+~ 

2 ax B. c. 2 x' 
(16) 

where B. C. denotes a Dirichlet boundary condition at 
x=O, i.e., the wavefunction 1/1(0)=0. As A-O+ the ef­
fects of the potential disappear, but the boundary con­
dition remains. 

In this problem the Dirichlet boundary conditions 
effectively split the real line into two, dynamically 
disconnected parts. And what dynamics keeps separate, 
kinematics has no right to mix! Being guided by this 
dictum the relevant kinematic group for this singular 
problem is not the Heisenberg group-which, along with 
exp(ipx) , includes translations exp[iq(- ia /ax)] that 
change the location of the singularity-but the affine 
group-which "replaces" translations by exp{is[(- ia/ 
ax)x+x(-ia/ax)l}, i.e., scale changes or dilations, 
and thus does not change the location of the singularity. 11 

The moral of this example asserts that in the presence 
of differential operators burdened with Dirichlet bound­
ary conditions translatioll of the underlying configura­
tion space should be m'oided. 

Consider now, by analogy, the formal expression 
representing the Hamiltonian for a quartic self-coupled 
scalar field. Here we drop our Euclidean space formu­
lation, choose sharp-time field operators (say at t = 0) 
and employ a formal Schrodinger-like representation 
for the field and its conjugate momentum. The relevant 
expression for the Hamiltonian is 

H=f{ ~[-(O¢~X)r +[V</J(X)]2+ m 2¢2(X)] 

+ A¢4(X)} dx (17) 

(modulo normal ordering, etc.), where the spatial vari­
able x E R n

-
1 and we use ¢ (rather than <1» for the 

Minkowski-space field variable. This is, of course, a 
standard prescription for H.12 

Now, one can imagine (e. g., in high enough space 
dimensions) that the potential term J ¢4(x) dx diverges 
for field configurations otherwise allowed by the free 
Hamiltonian, and just as one finds for Schrodinger wave 
mechanics, it becomes appropriate to introduce 
Dirichlet boundary conditions into (17) so that the wave 
functionals vanish on the boundaries of the regions of 
infinite potential. Consequently, (17) is more properly 
interpreted as 
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H = f{ ~ [- (o¢O(X) Y I B.C. + [V¢(X)]2 + m2¢2(x)] 

+ A¢4(X)} dx. (18) 

Here B. C., roughly speaking, means that the wave 
functional vanishes for field configurations ¢(x) which 
are allowed by the quadratic terms but for which the 
quartic term diverges. Correctly stated, B. C. means 
that the configuration space itself is restricted to re­
gions of finite potential and the wave functional vanishes 
on the boundaries. 13 Never mind that this prescription 
falsely implies that nonrenormalizability arises for 
quartic models when It> 5 (rather than It> 4); the 
Hamiltonian, after all, does not provide the ultimate 
criterion in cases of relative divergence, and it is even 
a false indicator of the need for Dirichlet boundary con­
ditions for problems similar to (15) when the potential 
has been generalized to I x I"""', O! > 0. 10 What is ulti­
mately relevant are the space-time configurations, 
i. e., the fie ld histories. But we are here arguing for 
motivation and not for specifics, and the general idea 
behind (18) is perfectly valid-and this is so even though 
the boundaries involved are really pretty pathological. 

Granting, then, the basic premise behind (18), one 
sees immediately that any kinematic field variable 
which leads to translation of the underlying field con­
figuration space is highly undesirable. More acceptable 
is a transformation that preserves the singularity loca­
tion such as the scaling transformation; for whenever 
o < a ,,:; S(x) ~ b < 00, it follows that 

and so the location of the configuration space boundaries, 
cryptically symbolized in (18) by B. C., is preserved. 
It is not difficult to see that this argument is not limited 
to quartic interactions, nor for that matter to 
monomials. 

Other arguments for scale transformations and affine 
fields can be advanced, but we limit ourselves to those 
presented above. 

III. AFFINE FIELD FORMULATION OF SCALAR 
FIELDS 

A. Canonical fields 

The time-honored canonical approach to scalar quan­
tum field theory begins with the introduction of a Hilbert 
space ~ and a representation of the field ¢(x) and mo­
mentum 1T(X), local operators subject to the familiar 
CCR 

[¢(x),1T(y)]=iO(X-y). (20) 

Hamiltonians and other important generators are con­
structed out of 1T and ¢. Of course, to make genuine 
operators out of 1T and ¢ themselves, the fields need to 
be smeared with test functions, and the domain on which 
the smeared CCR holds needs to be specified. 

In a more rigorous approach to canonical quantization 
it is postulated that the smeared fields are self-adjoint 
operators and the Weyl (integrated) form of the commu­
tation relations in terms of unitary operators is taken 
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as a replacement for (20). But this is just the step we 
must avoid, for when Dirichlet boundary conditions are 
basic to the Hamiltonian in a SchrOdinger-like repre­
sentation, the smeared momentum operator is at best 
only a symmetric operator and not self-adjoint. This 
is just a reflection of the nonexistence of unitary oper­
ators for general translations of the request configura­
tion space. As stressed in the last section translations 
are to be avoided in such situations. Consequently, we 
must choose an alternative approach. 

B. Affine fields: General case 

Let us introduce the (bi)loeal field K(X, y) formally 
defined as 

K(X, y) ",t[7T(X}¢(Y} + ¢(Y}7T(X)] (21) 

which is Hermitian (symmetric as an operator) but 
not symmetric in the variables x and y. This local 
operator obeys the relation 

[K(X, y), K(U, v)] 

=i6(y - U}K(X, v) - i6(x - V)K(U, y), (22) 

and thus the local operators K(X, y) form the elements 
(formally) of a Lie algebra. We note also that 

[K(X, y), ¢(u)] = - i6(x - u)¢(y) (23) 

so that the local operators K(X, y) and ¢(u) taken together 
also form a Lie algebra. Lastly we note as a conse­
quence of (23) that 

[K(X, y), ¢(u)¢(v)] 

= - i6(x - u)¢(y)¢(v) - i6(x - v)¢(u)¢(y) (24) 

so that the local operators K(X, y) and ¢(u)¢(v) form yet 
another Lie algebra. The fields K(X, y} and ¢(u) are the 
(general) affine fields. 

Let us next consider the operators 

V[{, s] '" exp[i J j(u)¢(u} duJ 

and 

x exp[- i J s(x, y)K(X, y) dxdy], 

U[w, s] '" exp[iJ w(u, v)<p(u)¢(v) dudv] 

x exp[- i r s(x, y)K(X, y) dxdy]. 

(25) 

(26) 

Here w is a symmetric function and s is in general a 
nonsymmetric function of their respective arguments, 
and for convenience we ass~me (say) thatj, Hi, S E. C;. 
We suppose the operators U and U are unitary and in­
dividually satisfy group laws that follow from the formal 
relations (22), (23) and (22), (24). [Of course, a rigorous 
formulation presumes unitary group representations 
and weak continuity, and deduces (25), (26), (22), (23), 
and (24).] 

We shall require only a few basic properties of such 
groups of unitary operators and their generators. Note 
first that 

([t[j, s]¢(z) mj, s] = Ut[w, S ]¢(z) U[w, s] 

= J K(z, t)¢(t) dt, (27) 
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where K is a functional of s given by 

K(z, t) '" 6(z - t) + s(z, t) + ~! js(z, x)s(x, t) dx 

+ 3~ !<;(z, x)s(x, y)s(y, t) dxdy + . . . . (28) 

It is to be noted that K is generally nonsymmetric in its 
arguments, and apart from an identity component [i. e., 
6(z - t)], is also a C; function whenever s is. Of course, 
if more general s are allowed, then the K are corre­
spondingly generalized. 

It should be remarked that (27) involves the field 
homogeneously. No field translation takes place, and 
so the location of the Singularity and integrity of the 
boundary conditions in an expression such as (18) is 
preserved under action of the group U (or U). 

Next we note that 

Ut[w, sl= u[- w**, - s], 

where 

w**(u, v) '" Iw(x, y)K(x, u)K(y, v) dxdy. 

C. Distinguished states 

We shall make particular use of the states 

1 w) = u[w, 0]10) 

= exp[i J w(u, v) <p{u) </l (v) dudv 110). 

(29) 

(30) 

(31) 

Here 10) denotes a normalized fiducial vector that will 
be identified with the ground state of the Hamiltonian, 
and which is also a state invariant under spatial rota­
tions and translations. 

One should also consider the states defined by 

11) '" iJ[j, 011 0) '" exp[i J j(x) ¢ (x) dxJ I 0) 

as well. As usual the functional 

(32) 

(33) 

based on (32) characterizes a cyclic representation of 
the field. In like manner the functional 

E(w) 00 (01 w) (34) 

based on (31) characterizes the even subspace of that 
very representation. 

It is evident that the functional EU) uniquely deter­
mines the functional E{w), and under certain circum­
stances, which we shall assume to hold, the converse 
is true. Specifically, suppose that E(- J) = E{J); namely 
that the state 10) is itself even, as is the case when the 
Hamiltonian is field-reversal invariant, i. e., unchanged 
for ¢ - - <p. This invariance holds for the models under 
consideration, and with E(J) an even functional, then 
the functional E(w) uniquely determines the functional 
E(J). 

D. Time-reversal invariance 

When 10) is a time-reversal invariant state-a condi­
tion we shall assume satisfied-E(J) uniquely deter-
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mines the state 10) (up to one-irrelevant-overall 
phase). And, moreover, since the state 10) is itself 
even, then the functional E(w) also uniquely determines 
the time- reversal invariant state 10) just as well as 
E(/) does. 

The time- reversal invariance of 10) has the following 
standard consequence [cf., Ref. 7]; 

(01 U[w, s]1 0)* =(01 U[- w, s]1 0), (35) 

which when combined with (29) [and (30)] leads to the 
relation 

(01 u[w**, - sll 0) =(01 U[w, sll 0). (36) 

On expanding both sides of this expression to lowest 
order in s, one finds that 

(w 1 K(X, y) 10) = J w(x, u) du (w 1 ¢(u)¢(y) 1 0), (37) 

and after a further manipulation it follows that 

(ii'I K(X, y) 1 w; 

= J [w(x, u) + w'(x, u)] du(w 1 ¢(u)<P(y) 1 w'). (38) 

This expression determines the matrix element of 
K(X, y) in the even subspace. Note that 

(wi ¢(u)¢(y) I w') (39) 

is just a functional of the difference variable w'(x, y) 
- w(x, y). In fact, this functional is nothing but 

{) 
-,-::--,--....,.E(v) 
i{)v(u, y) , 

evaluated for v(x, y) = w'(x, y) - w(x, y). 

E. Dynamical considerations 

(40) 

As standard we assume the Hamiltonian formally ap­
pears like 

Traditionally one exploits the relation 

iCH, <p(x)] = 1T(X) 

(41) 

(42) 

based on the CCR, but in view of anticipated domain 
difficulties we prefer to avoid the use of operator 1T in 
isolation. Instead we appeal to the formal relation 

i1ft', <p(x)<p(y)] = 1T(X)¢(Y) + <p(X)1T(y) 

= M1T(X)¢(y) + ¢(y)1T(X)} 

+ M1T(y)<P(X) + ¢(X)1T(y)}, 

and we take the conclusion of this exercise, namely 

iCH, <p(x)¢(y) J = K(X, y) + K(y, x), 

(43) 

(44) 

as our dynamical replacement for (42). Here is a rela­
tion among self-adjoint fields that respects the imposi­
tion of Dirichlet boundary conditions. 

Because of the dependence of (39) only on w' - w, 
a relation for the matrix elements of H is readily ob-
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tained. As usual we assume HI 0) = 0 and H ~ O. The 
stated conditions uniquely imply that 

(wlH I w') 

= 2J w(u, t)w'(t, v)(wl ¢(u)<P(v) 1 w') dtdudv, (45) 

which, besides filling the desired spectral conditions, 
satisfies (44) as may be seen on examining 

( {) + ,0 ) (wIHlw') -=-ow-('x.,-y') On' (x, y) 

= (w I iCH, <p(x)<p(y) 11 w; (46) 

and using (38) [always remembering that w(x, y) is sym­
metric in its arguments1. Thus (45) fixes the matrix 
elements of the Hamiltonian in the even subspace. 

F. The even subspace has got it all 

It is not difficult to see that in fact the matrix ele­
ments of the Hamiltonian in the even subspace actually 
determine the general matrix elements. For, in a 
Schrodinger-like representation, there is a dense set 
of smooth elements >lie (<p) = >lie (- ¢) in the even subspace 
with support away from (fa, <P) '" 0 to which there cor­
responds a dense set of smooth elements >lI o(¢) 
'" sgn(fo, <p)>lI e (<p) = - >lI o( - ¢) in the odd subspace, where 
fa = fo(x) is an arbitrary but fixed, nonzero test function. 
Since the Hamiltonian involves only a finite number of 
derivatives (thus making no finite shift) and maps the 
even (odd) subspace into itself, it follows that 

(47) 

and 

(48) 

for arbitrary elements >lie (or >lI o) and >lI: (or >lI;) of the 
dense set. Closure does the rest. 14 A completely paral­
lel argument can be used to determine the general 
matrix elements of K(X, y). 

The relations derived above for the matrix elements 
of the Hamiltonian, etc., for an affine formulation are 
analogous to those derived by Araki7 for a canonical 
formulation. In our discussion we have only used the 
momentum operator 1T(X) as a heuristic gUide, and we 
have not relied on it in our basic results in any way. 

G. Conjugate momentum-No 

In fact, one can extract from the foregoing narrative 
a scenario in which the canonical momentum 1T(X) never 
appears. In this case one supposes that the field <p (x) 
and the affine field K(X, y), which satisfies (22), are 
basic, and that they are related to the Hamiltonian H 
through (44). The rest of the scenario is basically un­
changed; The functional E(f) in (33) uniquely determines 
the functional E(w) in (34); A total set of even matrix 
elements of K(X, y) and H can be expressed in terms of 
the functional E(w), granting only that the ground state 
of H is time-reversal invariant; and for an even time­
reversal invariant ground state, E(w) uniquely fixes 
E(f), and general matrix elements of K(X, y) and Hare 
determined. 

The elimination of the conjugate momentum 1T(X) in 
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the description is of great value when the nature of 
7T(X) is uncertain. Moreover, there are models for 
which the conjugate momentum exists as no more than 
a form. 

H. Conjugate momentum-Yes 

This next paragraph is in the nature of a remark. 
While we have been doing our best to convince the read­
er that the affine formulation can do without 7T(X), the 
preceding development is fully consistent with the ex­
istence of a self-adj oint local field 7T(X). A case in point 
is the free relativistic scalar field of mass rn for which 
the expectation functional (33) reads 

Eo(j) = exp( - t J (k2 + rn2)-1 12Ii(k) 12 dk} 

=0 f exp[i(j, cp)]dl1o(cp). (49) 

It is known that the measure 110(cp) is equivalent to it­
self under translation, 110(cp +A) - 110(cp), for A such that 
f (k2 + rn 2)1 121 A(k) 12 dk < 00. This equivalence guarantees 
the existence of the canonical field 7T(X) and the CCR. 
But this particular measure is also known to be equi­
valent to itself under certain homogeneous transforma­
tions, 110(cp + Tcp) - 110(cp), provided (1 + T)-1 is bounded 
and T is sufficiently smooth, namely if 

(50) 

where T(k, q) is the kernel of T in momentum space. 15 

This equivalence guarantees the existence of the affine 
field K(X, y) and the ACR in the general sense we have 
discussed in this section up to the present. [The exis­
tence of K(X, y) can be traced from (27), (28), and re­
lated relations. ] 

On the other hand, strictly local field scaling, cp(x) 
- S(x)cp(x), S(x) > 0, falls outside the class of homo­
geneous transformations covered by (50) [provided 
S(x) oj 1], and it is known that l1o(cp) is not equivalent to 
itself after such a transformation. 

I. Affine fields: Special case 

Based on the analysis up to this point, we now begin 
to discuss affine fields that lead to local field scaling. 
We first observe that we can restrict (22), (23), and 
(24) to K(X, x), i. e., to equal arguments, without any 
formal difficulty. Specifically, if we set 

K(X) =0 K(X, x), (51) 

then (22) implies 

[K(X), K(y)]=O (52) 

while (23) and (24) become 

[K(x),cp(u)]=-i6(x-u)cp(u) (53) 

and 

[K(X), cp(u)cp(v)] = - i[6(x - u) + 6(x - v) ]cp (u)cp (v) , 

(54) 

respectively. A Lie algebra structure of these relations 
is apparent; and indeed, one can say that the new Lie 
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algebras (52)-(54) are subalgebras of the previous Lie 
algebras (22)- (24). 

To see how such a subalgebra can be extracted con­
sider the generator 

r s (x, y) K(X, y) dx dy (55) 

that enters (25) and (26). Let attention be restricted to 
only special s, namely those of the form 

S(X, y) = s(x) 6(x - y), 

in which case (55) becomes 

More properly, the transition to (57) arises through 
consideration of a sequence of functions s /x, y) that 
converge to ,~(x)6(x - y) as j - 00. 

(56) 

(57) 

An immediate and important property of the so de­
rived subgroup of operators pertains to homogeneous 
field transformations. F or it follows from (27) and 
(28) that 

exp[i J §(y) K(y) dy]<1> (x) exp[ - i J s(y) K(y) dy 1 

=S(x)cp(x), (58) 

where S(x) =0 exp[s(x) J. Consequently, when this type of 
singular subgroup extraction works properly, it leads 
to the local field scaling of interest. 

The usefulness of the kind of subgroup extraction 
we have in mind here is highly representation de­
pendento In particular, it is necessary that the rep­
resentation of the affine field K(X, y) admit a sequence 
of smearing functions Sj(x, y) that weakly converges to 
s(x) 6(x - y) and in addition yields a meaningful operator. 
This is not always the case, and fails to be true for the 
representation built on the free field as characterized 
by (49). 

To examine this convergence question in detail one 
can study the functional 

(59) 

that determines the representation of U uniquely up to 
unitary equivalence. Consider a sequence Sj(x, y) that 
converges to .~(x) 6(x - y), and evaluate the limiting form 
of E; namely introduce 

E(Ii', §) '" limE(Il', Sj)' (60) 
j ... oc 

For the general case this limit will vanish, and thus be 
of no use to us; however, if E(u', s) is nonvanishing for 
sufficiently many functions 11'(X, y) and §(x), and has 
reasonable continuity properties, then we have obtained 
a useful subgroup extraction. The expression E(u', .~) 
uniquely characterizes the relevant affine subgroup up 
to unitary equivalence. 

An exercise similar to that in (60) can be carried 
through for E(f, s) =0 (0 I U[f, S 110) to determine E(f, .~), 
and the resultant expression can be given a compara­
tively simple integral representation. Namely, 
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BU, s) =(01 exp[i¢(j)] exp[- iK(s)] I 0> 

f . (dJ.l(S_1¢)) 1/2 
= exp[zU, ¢)] dJ.l(¢) dJ.l(¢), (61) 

where S(x) = exp[s(x)], and where we have used a stand­
ard notation for smeared fields. This relation is evi­
dently similar to (14), except that the present case 
deals with the sharp-time local field operators K(X) and 
1) (x). It is reasonable to assume that every representa­
tion of the special affine fields K(X) and ¢(x) arises as 
the subalgebra (for x = y) of some representation of the 
general affine fields K(X, y) and ¢ (x). 

J. Dynamics reconsidered 

The kinematical operator K(X) singled out above leads 
to important consequences for dynamics. In showing 
this we proceed in a formal and heuristic fashion. Ob­
serve that 

K(X) = i[7T(X)¢(X) + dJ(X)7T(X) 1 

0=. dJ (x) 7T(X) + (c-numberl, 

where in addition 7T(X) =;p (x) according to (42). 
Therefore, 

K(X) = ¢ (x);P' (x) + 1> (x) ¢ (x); 

(62) 

(63) 

on the other hand, with the presumed form for H [cf. , 
(17)], it follows that 

K(X) 0: ilJ-i, K(X)] = ¢(x)J,(x) + ¢(x)v2¢(x) 

(64) 

Here we have made use of the formal relation 

[K(X), rr(y)J=i6(x-y)7T(y) (65) 

in addition to (53). On equating these two expressions 
for K(X), it follows that 

(66) 

where .~ '= (l~ _ v 2 • 

At this point, we introduce ¢(x) =' dJ(x, t) and rewrite 
(66) as an equation valid for all time, namely 

(67) 

this relation is the form taken by the equation of motion 
in the present context. 

K. Connection to earlier work 

Equation (67) is important for several reasons. First 
of all, this relation bears a close resemblance to the 
conventional equation of motion (the brackets alone), 
and since ¢(x) almost never vanishes (67) could even be 
accepted, at least formally, as a substitute for the con­
ventional equation of motion. Having said this, it must 
also be realized that (67) is not as simple as it looks. 
If, as we expect, 3 nontrivial multiplicative renormali­
zations are entailed in defining the local products, then 
one simply cannot "chip off" the factor ¢(x) to recover 
the conventional field equation. This would be true if 
the first factor read ¢ (y), i. e., was evaluated at an­
other, independent point, but that is just not the case. 
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Second of all, and this is a very important point, (67) 
represents the operator form of the equation of motion 
implicit in the functional differential equation for the 
generating functional of time-ordered Green's functions 
for a quartic self-interacting augmented scalar field as 
presented in Eq. (14) of Ref. 3. 16 Equation (67) thus 
provides the all-important connection between the oper­
ator formalism discussed in this paper and the func­
tional approaches treated in Refs. 2 and 3. 

L. Other Poincare group generators 

Besides (45), which expresses certain matrix ele­
ments of the Hamiltonian in terms of the functional 
E(w) and known operations, analogous expressions can 
be given for the other Poincare-group generators. In 
particular, the space-translation generator P is deter­
mined from the relation 

(w I exp(ia . p) In'; = (w I w~ = E(w~ - w) (68) 

where 

w~(x, y) =' w'(x + a, y + a). (69) 

Thus, 

(wIPlw;=~~E(W~-w)1 . 
t ila ,,'0 

(70) 

In similar fashion matrix elements for the spatial ro­
tation generators "9 are determined from the relation 

(w I exp(ib . ff) I w; = (w I w~> = E(wt - w), (71) 

where 

wi(x, y) =' w'(Rx, Ry) (72) 

and 

R =' exp(ib . L) (73) 

with i the ~(n - 1)(n - 2) conventional (defining repre­
sentation) generators of SO(n - 1) on Rn-1. Thus, 

<wl;lw,>=~a_E(wg_w)l_ . (74) 
1 ilb ~ ~o 

In deriving these relations llse has been of the invari­
ance of 10>, namely PI 0> =;J 10> = o. 

Both the spatial translation and rotation operators 
are even operators, and consequently their general 
matrix elements may be determined in the manner out­
lined above in the case of the Hamiltonian. 

The case of the boost operators I< is only a little 
harder. From the conventional formal relation (at t = 0) 
that 

I< = J xH(x) dx, (75) 

whereH(x) is the Hamiltonian density, 17 it follows, in 
analogy to (44), that we should adopt 

i[j(, ¢(x)¢(y)] = XK(X, y) + YK(Y, x) (76) 

as the suitably basic commutator. And, using (38) just 
as we did to derive (45) for the Hamiltonian, it follows 
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that 

(w IK I w) = 2 J w(u, t)tw'(t, v) 

x (w I ¢(u)¢(v) I w; dtdudv. (77) 

In deriving this relation we have also assumed that 
Klo>=o. 

As with all the other generators, K is an even oper­
ator and thus there is sufficient information to obtain 
general matrix elements of the boost operators. 

IV. SUMMARY 

The program to study augmented model field theories 
had its inception in the unsatisfactory handling of sin­
gular, nonrenormalizable interactions in the convention­
al formalism. This paper complements our previous 
functional approaches to these models through the use 
here of operator techniques. Motivation for our non­
canonical analysis comes directly from the nature of the 
singular interactions themselves and a desire to pre­
serve any boundary conditions they may impose, such 
as in (lS). In consequence, our formulation for aug­
mented models avoids the use of the canonical momen­
tum 1T(X), which cannot generate configuration-space 
translations when none are allowed. Instead we employ 
the affine field K(X, y) which induces homogeneous trans­
formations on the configuration space thus preserving 
any boundary conditions that may be present. Of course, 
the affine fields K(X, y) and q!(x), which obey the ACR 
given in (22) and (23), are not necessarily inconsistent 
with the existence of a self-adjoint local field 1T(X) , par­
ticularly for less singular models where no special 
boundary conditions exist. But the important point is 
that the affine fields do not require the canonical mo­
mentum 1T(X). This seems especially significant when 
the general affine fields K(X, y) and rp (x) admit a bona 
fide representation of the special affine fields K(X) 
[=K(X,X)] and qJ(X) , which satisfy (53), for then the ex­
istence of a canonical momentum 1T(X) in such cases is 
seriously cast in doubt. And it is just such affine field 
representations that are fundamental, for then local 
field scaling ¢(x) - 5(x)¢(x), 5(x) , 0, which is seemingly 
so basic to augmented models, is in fact unitarily im­
plementable. 

The difficulties with 1T(X) pose potential problems for 
conventional canonical dynamical formulations as well. 
The meaning of the conventional relation (42) becomes 
dubious, and as an alternative basic dynamical state­
ment we take (44) which does not compromise our con­
cern regarding boundary conditions. An analogously 
save formula (76) applies for the boost generators of 
the Poincare group. 

Once the proper kinematical variables and basic 
dynamical statements have been identified, there are 
several ways to proceed. None of the foregoing was 
particularly special to a quartic interaction, and for 
the most part of our discussion in Sec. III we chose to 
characterize the model by means of the expectation 
functional E(w) for the field product ¢(x)¢(y), as speci­
fied in (34). With the aid of the basic relations identified 
earlier, a total set of matrix elements in the even field 
subspace for the operators K(X, y), fI, and the other 
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Poincare-group generators could be expressed in terms 
of E(w). The matrix elements for K(X) follow from (3S) 
for y = x, but such a relation may only define a form 
unless the general affine field representation admits 
a special affine field representation, It was pointed out 
that for even Hamiltonians, such as a quartic self­
coupling, general matrix elements of all the basic op­
erators are determined, at least in principle. In es­
sence, then, the specific dynamics is fully contained 
in the expectation functional E(w), which plays the role 
in some sense of "model selector." The analysiS in this 
form bears a close relationship to that of Araki, 1 which 
was based on the canonical formalism. 

Another approach to the dynamical equations is as 
follows. We pointed out that for a quartic self-coupled 
field the equation of motion for the special affine field 
K(X) led to (67). The meaning of this equation can be 
seen in another way. Let us adopt the not unfamiliar 
expression 

(7S) 

as the quantum action, and derive the equation of mo­
tion by a stationary principle under field variations of 
the form 

6<1:> (x) = 65(x) . <I:> (x), (79) 

where 65(x) is arbitrary. Such a class of variations, 
suggested by local scaling, respects the homogeneity 
of field transformations and any boundary conditions 
that may exist. The result of such a variational prin­
ciple is just 

(SO) 

which is recognized as (67). Moreover, this is just the 
operator equation of motion implicit in the functional 
studies of Ref. 3, and it is our present view that a study 
of this approach to dynamics is best carried out by a 
study of the Green's functional or coupled Green's func­
tion equations as spelled out in Ref. 3. 
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From a (n + I)-form Q on the manifold Jk M of k-jets of local sections of the vector bundle (M.1r,N) we 
study the conditions to obtain the Lagrangian and Hamiltonian formalisms for a theory which involves 
higher order derivatives. The results generalize those of Gallissot and others for Ii = I. 

1. INTRODUCTION 

The utilization of differential forms in mechanics, 
see for example the books of Abraham, 1 Godbillon,2 
Souriau,3 and Hermann, 4 has allowed not only a more 
rigorous formulation from the mathematical point of 
view, but also a better understanding of its physical 
content. Further, the use of the jets theory introduced 
by Ehresmann5 seems to be an adequated instrument 
for the study of theories which involve higher order de­
rivatives, see, for example, Goldschmidt6 and 
Sniatycki. 7 

Recently, Goldschmidt and Sternberg, 6 working on 
intrinsic geometrical properties of variational calculus 
(as for as we know, first studied by Dedecker8 in 1953), 
have obtained a sophisticated generalization of this 
theory and in particular have generalized Lagrangian 
and Hamiltonian equations of motion (these equations 
had already been established by Gallissot9 for a gen­
eralized continuous systems). others authors, 7,10,11 
and particularly Krupka12 had already worked on the 
subject, with different ideas. These generalizations 
will be called f,[eneralizations of order 1, because they 
have developped this theory on the manifold of 1-jets 
of local sections of a vector bundle or more generally 
of a fibered manifold. 

The aim of this paper, following Mimura, 10 Gold­
schmidt and Sternberg, and others, is to study the con­
ditions to obtain the equations of motions of the k-gen­
eralized Lagrangian and Hamiltonian formalism. For 
this, we consider a (n + 1) form on the manifold .i'M of 
k-jets of local sections of the vector bundle (M, 1[, N) 
(M, N are C~-differentiable manifolds) from which it is 
possible to establish the formalisms for a theory which 
involves higher order derivatives. Concerning the 
Hamiltonian formalism, we remark that the equations 
obtained are those of De Donder, 13 Eq. (622). If the 
Lagrangian and Hamiltonian functions are canonically 
defined as integrals of the respective denSities, we can 
obtain equations formally similar to those obtained in 
classical mechanics, where the usual derivatives will 
be replaced by generalized formal functional deriva­
tives [see Definition 5 and Eqs. (8) and (9) in Coelho de 
Souza and Rodrigues14 ]. 

2. NOTATIONS 

Throughout this paper it is assumed that all differ­
ential structures are of class C~. Let N, M be differ­
entiable manifolds of dimensions n, m, (m:-, n), re-
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spectively, and (M, 7T, N) a fibered manifold. 15 We denote 
by (.i'M, ij/', N), for sake of brevity .i'M, the fibered 
manifold of k-jets of local sections of M, ~ the k-jet 
of a section s of M in x EN, S": N -.i' 111 the k-j et exten­
sion of s defined by .;;k(X) = .;;~ and rr; :.i' M - JI M, (t ~ h), 
~ : .i'1I1 - 111, the proj ections defined by 

ifl'(;;~) =x, 7T~(S~) = s~, ~(s~) = s(x). 

Let 10) = (ib •.• , i j ) denote an ordered j-tuple of in­
tegers 1, ... ,11. If r E.i' lvI, then we put locally r 
= (Xi' :v"', y;u), where Xi = (Xl' .• _, "),,\,,,, = (/, ... , ym) 
are local coordinates for M on a local chart such that 
(Xl, ' • - , X n) is the local coordinate on N induced by the 
projection Tr, and 

'" -k iJjs'" '\'w/" (x)) = ax .. ,. ax. (x) =8IU )(X), 
11 t j 

sCi=.'l}!os, l~j~l?, 1-<c:-···-S:i j -$···0n, 

for any local section s of i'vl. Let f be a function defined 
on an open set in .i'M such that its ~/< proj ection is in 
the domain of the local coordinates (x i)' The formal 
derivatilJe of f by x j, djf is by definition 

where, for the coordinate system (Xi' :\'''', y;(j) on .i'lVI, 
the symbols Du , ... , Dk +2 ,I(k)'" are used for the partial 
derivative operators with respect to the variables 
Xi' :\'''', •. 0, '\'~l'" i

k
' Now, consider the 1-form 

dj" - dXj = Dljf dXj + . c - + L;Dk +2 ,I (k)",f' Vf(k) dx j , (1) 

and, for brevity take Ie = 1, Then, developing (1), we 
have 

. d af of '" ~ of '" 
d.J. Xj =-'-dx· + -::;---a.'\'j dXj + 2.J -=:-ii'''ii dx j , 

J ilxj J "v i ov i 

where y~ = aI'''' /ax j , y~j 0= oy~ /rJxjo Taking the sum over 
the j's and a's, we get 

6 dd-dXj =df, 
j 

where df denotes the differential of f. 

Let V, W be two manifolds. By C~ (V, W) we denote 
the set of all C~ mapping from V to W_ If fE C~(V, W), 
then by Tf: TV - TW we denote the tangent mapping 
(where TV, TW are the tangent bundles of V and W, 
respectively) . 

(2) 
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Let (M, 7T, N) be a vector bundle. By r(N) we repre­
sent the C"'(N)-module of local sections on M [here 
C"'(N) is the R-algebra of C"'-functions on N]. Let 
C~(J1M, N) be the C"'(J1M)-module of C"'-mappings 
f: J1 M - M such that 7T of = <pl. If (Sl, ••• , sm) is a basis 
of r(N)v, where V is a open subset on a local chart 
(U, Xi)' Then there is a induced basis on C;;'(J1M, N)(.l)-l(V) 
defined by F" = sOl. • <pl. 

Now, we may consider (locally) a basis of 
r(J1 M) (.1 )-1 (V) as being formed by the 1I1-local sections 
(s"') of M and its I-jets. If (xi,yOl.,yn are local coordi­
nates on J1 M, we consider F" = sOl. • 1jJ1, F't = sf • 1jJ2 as 
being the elements of the induced basis on 
C;2(J2M, J 1}\'J)(.2)-1(v» and so on. For the general situa­
tion, we will say that F", Ff (1), ••• , Ff (k-1) is the basis 
for c;'(f M, f- 1 M) induced by the local coordinates 
(Xi' yOl., :\'~(1» ••• , .\'~(k») on fM. Let16 F=f~U)(F'f(j»)*, 
[resp. e=L:IU)~U)FI~j)], wheref~(i)E: C"'(fM), (F;(j») * 
is the dual basis of (F~(i»)' [resp. (e;u) are I-forms 
on fM], with 0 ""'j "'" I? - 1 and F~(o) =F" [resp. ~(o) 
= gOl.]. Then we have Fg=f~(j)e~(j)' We remark that 
sometimes we put ax for the symbol a / ax. 

3. LAGRANGIAN EQUATIONS 

Let (M, 7T, N) be a vector bundle and z a point of fM 
(here and in the following we suppose that N is oriented). 
If s is a section of M over a neighborhood of X = ~(z), 
consider the mapping 

TSk-1 : T:c'V - T,(f-1M), 

where r = If,;-1 (z), Sk-1(X) =.". Consider also the following 
difference: 

Tlf,;_l - T?-l 0 T~/' . 

If Xc Tz(fM), then7 

(Tlf,;_l- T?-l 0 T~I'),(X) '= Ver T,(f-1M), 

where Ver T,(f-1 M) denotes the vertical subspace of 
T,(f-11H). Consider the mapping 

elk] : z '=- f M - (T7T!_l _ T;k-1 oT~),(X) 

EVer T,(f-1M). 

(3) 

Then we have a unique I-form, which is also represent­
ed by elk]' on fM. This T(f-1M)-valued I-form on 
fM is such that (X, e[k]> is equal to the sum of the com­
ponents of (3), where X is a vector field on flVI (for 
a proof of the unicity, see ReL 6). We call elk] the 
flllzdamentalforJII on fM. Let (Xi,:I'''',y~(l»'' .')'~(k) 
be a local coordinate system on f M and 

G[k+1] =f" (F")* + ... + J~ (k)(F~(k»)* 

'=- C;'+1(f+1M, fM)*. 

Consider the mapping 

G[k+1] '=- C;'l"l(?+lM, f M)* - F[k] E C;'(fM, f-1M)*, 

where 

F[k] d~f .0 f~(l)(F")* + ... + E f~(k)(F'f(k_1»)*' 
1(1) I (k) 
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then 

e '" /I(l)e'" l. fI(k) e" F[k] [k]=U 01. +"'+L/" I(k-1» 
1(1) I (k) 

where elk] is the fundamental form on ~. Let W be a 
volume form on Nand wj=i(axj)w, where i( )w denotes 
the interior product. The (n + I)-form on f M 

Q[k] = da[k] + P /\ w, 

where 

f IU)e'" /\ = '" I(i-1) Wij (4) 

and p is a I-form on f M, is called generating form. 

Proposition 1: Let u: N -J2M be a section of J 2M 
such that u = 82, for some section s of (M, 7T, N). For all 
vector fields X on J2M, (u)*(i(X)Q[2]) = 0 iff 

.0di(U*f~(2») +u* f~(l) - U*U~(l) = 0, 
j 

6dj(U* f~ (1») - u*U", = 0, 
i 

u*f~ (2) _ 1/* U~ (2) = 0, 

(5a) 

(5b) 

(5c) 

where u* is the pullback mapping and U~ (J) are the com­
ponent functions of p. 

Proof: Let (Xi' y"', y~(l» y~(2») be the local coordinates 
onJ2M 

X =Xi aX i +X" ay'" +X~ (1) aY~(l) + xI (2) aY~(2» 

a vector field on J 2M (to simplify the calculus, we will 
take Xi =XOI. = ... =X~ (2) = 1 throughout the proof), 

w=dx1/\ .•. /\ dxn
, [resp. i(axi)w=wi ], 

a volume form on N [resp. the contraction of W by aXil 
and 

p = Ui dxi + U" dy'" + U~ (1) dy; + U~ (2) dY~(2)' 

an arbitrary I-form on J 2M. 

Then (3) is 

(T7Tr - T;l 0 TIjJ2)(X) = (1 - y;(1) ayOi. + (1 - y;(2») aY~(l j) 

which gives rise to the I-forms 

so, we have 

da[2]=dfj(i)/\ ~(J-1)/\ wi.+f~U)de;U_1)1\ Wi. 
J J 

dfFIU) d 01. /\ FI(J)d'" /\ =J /\YI(J-1) Wii-jOi. }'I(i) W, 

since, by (2) 

y~u)df~(J)1\ w=Y~(J)(6dkf~(i)dxk)/\ w=o. 
k 
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After some calculations, we have 

u*i(X)n[2] =U*(da[2] + P!\ W)(X) 

=B{[d'(U*t:1 (2» + U*f,l (I) _ u*U 1 (aY~(I) _ 1) 
j J a a a aX

i 

+[d.(lI*t:I (I»-U*U l(a\,a -1) 
J . a a OX

i 

+[U*j/(2)_1l*UI(2)J((h~(2)_1)} W 
a a OX

i 

which gives the desired result. 

From Eq< (5b) we have the Eqs. (5a) and (5c) in the 
following forms: 

1l*j~(2) _ 11* U~ (2) = O. (5') 

Suppose now that p = dL, for L E C~(J2IH) (which is true 
locally); then the equations (5') takes the classical form 

or, since Proposition 1 is true for I; ',. 2, for the general 
situation we have 

which are the Euler-LaKrrlllKe equations for a field 
theory with Lagrangian density L depending on field 
derivatives of higher order. 14 

4. THE VARIATIONAL FORMALISM 

Let N be an oriented manifold, A ~~ N a compact, S 

a section of 11,1 over a neighborhood of A, and /I =~? 
Consider the II-form 0" Lover j' defined by 

O"L =O"[k]+Lw, 

where L cC~(j'IH). If (s(l» an arbitrary smooth one­
parameter family of sections on j'M such that So = S 

and s(I)"'.'; on aA, for all t; then.'; is a extremal of lA 

if 

where 

Now, 17 

:tutO"L It=o =u*(i(X)daL )+du*(i(X)aL ), 

where X is an arbitraryl8 vector field on N with supp 
X C AU. From (6), (7), and Stoke's theorem, 

r u*(i(X) daL ) = O • . A 
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(6) 

(7) 

Since this last equality holds for all X with supp X c. AU, 
we conclude that on A 0 

which gives the following. 

Proposition 2: With the notations above, u is an ex­
tremal of lACS) if and only if 11*(i(X)n[k]) = 0, for all 
vector fields X on N with supp X. A o. 

5. THE HAMILTONIAN EQUATIONS 

Let (Y, 7T, N) be a fibered manifold over N, where 
dimY=(Jl +m +11111), dim\'=Il. LetL Coo(J1y) and 
consider the mapping 

!i. L : Jl y - TNrs y V*(Y) 

defined by !i.L (P) = dL p (d means the fiber derivative). 
!i.L is called the LCKendre transjormation, and is said 
to be an HamiltoJl-LaKrmzKc duality (H-LD) if it is a 
diffeomorphism. In the following!i.z is considered 
H- LD locally. 

Let elk] be the fundamental form on j'.u and con­
sider the following linear combination, (cL Sec. 3) 

P ct:.f"'pl(l)(pa)*+ ... +i'p](k)(r )* 
[k] - L.J a '--1 a tlk-I)' 

] (I) ] (k) 

Then, locally, the generating form may be put in the 
form 

= dp~ (j) ~, d";U_I):\ "-']. - 0) " "-', 
.1 

where 

® = d(P~U)\,;U» - p. 

Put 

p=dL, 

where 

Then 

Now, consider 1; = 2 and define 

](2) dL 
Pa ='d"~(2)' 

~" , ( 1"] (2) 

and let (x i ,.1'a, zf) be a local coordinate system on an 
open subset U of Y, (xi,l,a, z; (I), Z~(2) the induced co­
ordinates on (7TI )-I(U). If we take Y~JIM,!i.L H-LD 
locally, then we may consider (Xi, .I,a, :\';(1)1 J)~(I), J)~(2» 

(8) 

(9) 

as coordinates on an open subset of (7TI )-I(U). It is clear 
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that if X is such that u*(i(X) da~2l) = 0, then, by (9) and 
(5"), the integral curves of X are solutions of the gen­
eralized Hamilton's equations 

aH =_~=_B~I .... 1(1») 
ay" a,," . dx. IJ-'" , 

j '1 '1 

aH " d I" ") apnn = Y 1 (1) = -;t:" oJ , 
" X'l 

~_ 1(1) _~ __ '>'~1 .... 1(2») 
"-p,, d" - ~d IJ-'" , 

aY[(l) Y[(l) i2 X i2 

aH " d I." ) 
~p =Y1(2) = dx. ,-1'[(1) • 

" '2 

To generalize this situation (i. e., k > 2), we remark 
that there is a mapping which permits the identification 
of .I'M with a manifold regularly immersed in J 1 (Jk-1M), 
and so we may consider AL defined on .i'M. Then we 
will get the equations 

(10) 

aH d (y" ) aprm = dx. I U -1) , 
Q: 'j 

for l,,;j,,;k, k>2. 

6. THE GENERALIZED CLASSICAL MECHANICS 

Following the results in symplectic mechanics sys­
tematized in the literature, 1-3 it is found that the 
Lagrangian, respectively Hamiltonian, formalism can 
be characterized by geometric structures canonically 
associated to the tangent (velocities space), respective­
ly cotangent (phase space), bundle of a differentiable 
manifold (configuration space). Concerning the Lagran­
gian point of view, Klein19 showed that special struc­
tures are necessary like the almost symplectic forms 
and a special exterior differential calculus character­
ized by an endomorphism over the double tangent bundle, 
called almost tangent structure (in the Hamiltonian 
formalism, the symplectic structure over the cotangent 
bundle and the usual exterior calculus are sufficient). 
Recently20 the author has studied some aspects of the 
theory for a generalized velocities space and showed 
that in this case the structures are not canonically in­
duced by the usual ones. It was proved that for this type 
of mechanics, which we call generalized mechanics, a 
new structure, called almost horizontal symplectic 
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subordinated to some hypothesis, is necessary for the 
development of the theory. 

To develop a generalized classical mechanics from 
the present geometrical formalism, it is sufficient to 
consider the trivial bundle (R xM, 1T, R). Then we may 
identify .I' (R x M) with the manifold of k- jets of mappings 
of R into M. Let TkM be the k-jets of nonconstant map­
pings with source 0 E R. A natural k-jet chart on 
(TkM, <t/',R) is then (t,q",q", •.. ,q~k»), where q~})=(dj/ 
dtJ)(q,,). It is clear now that it is possible to describe 
a system of mechanics including higher time derivatives 
of the coordinates q" (t). So, the introduction of higher 
derivatives into Lagrangian and Hamiltonian formalism 
seems to be not only an increase of a great number of 
coordinates. 
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On dual series equations involving Konhauser biorthogonal 
polynomials 
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By using Abel's integral equations. we solve dual series equations involving Konhauser's biorthogonal 
polynomial set of the first kind. 

1. INTRODUCTION 

Spencer and Fano l introduced a certain pair of bi­
orthogonal polynomial sets in carrying out calculations 
involving the penetration of gamma rays through matter. 
They did not establish any general properties of bi­
orthogonal polynomial sets but essentially utilized bi­
orthogonality of polynomials in x and polynomials in x 2 

with respect to the weight function x'" exp(- x), (a> 0) 
over the interval (0,00). A general foundation for the 
theory of biorthogonal polynomials was established by 
Konhauser.2 As an application of his general theory he 
introduced two polynomial sets (related to Laguerre 
polynomials) which are biorthogonal with respect to 
x'" exp(- x) over the interval (0,00). Incidently his poly­
nomials give as particular cases the biorthogonal sets 
of Spencer and Fano l and also the biorthogonal sets 
consid ered by Preiser. 0 

The technique of dual series equations is frequently 
used to solve mixed boundary value problems of poten­
tial theory. For instance, suppose we wish to find the 
axisymmetric solution V(p, z) of Laplace's equation in 
the semi-infinite cylinder 0,; p ";a, Z '" 0 satisfying the 
boundary conditions: 

and 

V(p,z)-O asz- oo , 

V(a,z)=O, z :000, 

V(p, 0) =f(p), 0"; P < 1, 

{av/az}~=o=O, 1<p,,;a. 

Konhauser4 studied the biorthogonal polynomial sets 
{Z~(x; h)} and {Y~(x; h)} which are biorthogonal over the 
interval (0,00) with respect to the weight function 
x'" exp(-x), (a >- 1). The polynomial Z~(x;h) is of 
degree n in Xk and the polynomial Y~(x; h) is of degree 
n in x for n = 0,1,2, •• ". In fact Konhauser stated that 

and 

Z "'( 'k)_r(kn+O'+l) 
"x, - I n. 

n (n) xkj xE (_1)" j r(hj +0' +1)' 

Y"'( 1.) I? a" 
" x; C =n! at" 

{ 
exp(- xt)(t + l)"'+k" } / 

X (tk-l + ht!'-2 + ••• + k)n+l / t=o' 

(1. 1) 

(1.2) 
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For k = 1, both these polynomials reduce to the gen­
eralized Laguerre polynomial L~ (x). We shall hence 
afterwards call {Z~(x; k)} the Konhauser biorthogonal 
set of the first kind and {Y~(x; k)} the Konhauser bi­
orthogonal set of the second kind. 

In this paper we solve dual series equations involving 
the biorthogonal polynomial set {Z~(x; k)}. The method 
which we use is a simple and direct method in which 
Abel's integral equations are involved. The solution 
of the pro blem follows by using biorthogonal polynom­
ial sets of first and second kind and the known solutions 
of Abel's integral equations. Our approach is formal. 
We have also obtained a new property of Z~(x; k) which 
was required in the course of our investigation. 

Karande and Tilakare5 have solved similar dual series 
equations involving the Konhauser biorthogonal poly­
nomial set of the first kind by using the multiplying fac­
tor technique due to Noble. 6 The dual series equations 
considered by Saxena, Sethi, and Banerji7 are as 
follows: 

t An 
n=O r{(n-q)+(O'+q+1)!k} 

X Y~(x; k l=f(x) , 0"; X ,,; b, 

and 

t An 
n=O r{(n + (3 - q) + (a +q)/k} 

XZ~(x;l<l=g(x), b<x<oO, 

where 

(q-1)(1-k)+O' +i3+1>(3)1-m, 
Ie 

Il + 1 > q(k ~ 1) + 0'+ (3:> 0, 

k and 111 are positive integers and f(x) and g(x) are pre­
scribed func bons. 

In this connection we also recall similar work of 
Thakare8•9 , Patil, 10 H. M. Srivastava,II.12 K. N. 
Srivastava, 13 R. P. Srivastava,14-16 Lowndes, 17 and 
Askey. 18 Note that. for k = 1 we get as particular cases 
the results Ofl1-13.17 after adjusting the constants 
appropriately. 

In the present paper we solve dual series equations 
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of the form: 

~ An Z5+2B-l(X' k) I(x) 0';; X <y, 
~ r(5+2/3+kn) n ,= , (1. 3) 

and 

E r(5+/3A~1+kn)Z~(X;k)=g(X)' y<x<oo, 

where /3 > 0, 5> - 1, I(x), and g(x) are known functions 
and the An are unknown constants which are to be 
determined. 

2. RESULTS REQUIRED IN THE COURSE OF THE 
ANALYSIS 

We require the biorthogonal property of the Konhauser 
biorthogonal polynomials (Konhauser4) 

J"" exp(-x)x5Z~(x; k)' Y~(x; k)dx=O, if m*n, 
o 

=r(l + 5 +kn)/n!, 

if m =n, (2,1) 

where 5> - 1 and {Y~(x; k)} is the Konhauser biortho­
gonal set of second kind. 

The second formula required is the Weyl integral 
stated by Karande and Thakare5 

(2.2) 

where /3 > 0, 5 + 1 > /3. 

The third result that we require is 

it, [t (~- x)B-lx5+BZ~+B(X; k) dx 

_ r(i3)r(5 + /3 + 1 + knH
5
+

2B
-
1 
Z5+2B-l(t. k) (2.3) 

- r(5 +2/3 +kn) n <", 

where 5+2/3>0, /3>0,5>-1. 

We have the Riemann- Liouville fractional integral 
(see Erdelyil9 ) given by Prabhakar20 

it X5+B(~ _ X).B-1Z~+B(X; k) dx 

_ r(5 + /3 + 1 + kn)r(/3H5+2.Bzg+2.B(~i k) 
- r(1 +5+2/3+kn) 

(2.4) 

where {3 > 0, 5 + 1 > 0. 

Incidentally we shall give the proof of the result (2,3), 
Differentiating both sides of (2.4) w. r. t. ~ and using the 
result [Konhauser, 4 (8), p. 306J 

!!.. {za( t· k)} - _ k t k- 1Z a+k( t· k) 
d~ n <" - .<, n-I <" , 

we get 

d~ [t (~_ X).B-1X5+BZ~+B(X; k) dx 

1725 

_ r(5 + {3 + 1 + kn)r({3) ~5+2B-l 
- r(1 + 5 +2/3 +kn) 

x {( 6 + 2{3)Z~+2B(~; k) - k~kZ~:iB+k(~; k)}. 
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Now using the pure recurrence relation for Z~(x; k) 
obtained by Karande and Thakare5 

- kXkZ~+k(X; k) = (kn + (l' )Z~-I(X; k) - (l'Z~(x; k), 

the proof of (2.3) is complete. 

If/(~) andf'(~) are continuous in O';;x<oo and if 
0< {3 < 1, then the solutions of the Abel integral 
equations 

and 

1"" F (x) 
tzw= , (x~ dl dx, 

are given by 

and 

respectively. 

3. SOLUTION OF THE EQUATIONS 

From (2.3) and (1. 3) we get 

3..- {' (~_ X)B-l x5+8 t An Z5+,B(X' k) dx 
d~Jo n=or(5+{3+1+kn) n , 

-t r({3)An e+21!-IZ5+28-1(~. k) 
-n=O r(5 +2{3 +kn) n , 

= r({3H5
+21l-1W. 

Hence 

t An 3..- r{(~_x)8-1xf>+BZ5+B(x'k)dx 
n=or(5+/3+1+kn)d~Jo n , 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

=r(/3H5+2,B-l/W. (3.1) 

Similarly from (2.2) and (1. 4), we get 

6 n exp(-x)(x_~),B-lz6+8(x'k)dx "" A f"" 
n=O r (5 + i3 + 1 + kn) , . n , 

= r(i3) exp(- ~)g(~). (3.2) 

Let 

where 

p(x) = E r(5 +:~ 1 + kn) Z~+Il(x; k). (3.4) 

Multiplying both sides of (3.3) by (~- X),B-l and inte­
grating w. r. t. x over (0, ~) and then differentiating 
w.r.t. ~ 

d~ [' (~- x),B-l/1 (x) dx = d~l' xf>+,B(~ - X),B-lp (X) dx. 

Now using (2.7) and (3.1) we get 

(3.5) 
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Again dividing both sides of (3.5) by (x- ~)6, inte­
grating w. r. t. ~ over (0, x) and then using (2. 5) 

fl (x) == xo
+

6p (x) 

sin(I37r) lox e+26-~(~) 
=--r({3) ( t)1l d~. 

11 0 x- S 

Let 

fz(x):= exp(- x)p(x), 

where p(x) is given by (3 04)0 

(3.6) 

(3.7) 

Similarly, multiplying both sides of (3. 7) by (x _ ~)6-1, 
and integrating w. r. t. x over (~, 00) and differentiating 
w. r. t. ~, we get 

sin({311) d 
F 2W =- -1T- r({3) d~ (exp(- ~)g(~)). (3.8) 

Dividing both sides of (3.8) by (~_X)6, integrating 
w. r. t. ~ over (x,oo) and then using (2.6) we get 

fz(x):= exp(- x)p(x) 

__ sin({31T) r({3)jOO (d/d~)(exp(- ~)gW)d~ 
- 11 x (~- x)1l • 

From (3.6) and (3.9) we write, respectively, 

p(x) :=x-o-6 sin({31T)r<{3) 
1T 

and 

o<x<y, 

p(x) = - exp( + x) sin({31T) r({3) 
1T 

(3.9) 

(3.10) 

xfoo (d/d~)(exp(- ~)g(W d~ Y <x < 00. (3
0

11) 
x (~_x)S , 

The left-hand sides of (3.10) and (3.11) are identical 
hence multiplying both by xo+6 exp(- x) y~+6(X; k), inte­
grating (3.10) w. r. t. x over (O,y), integrating (3.11) 
w. r. t. x over (y, 00), adding and using the orthogonality 
relation (2.1), we get the solution of the dual series 
equations (1, 3) and (1, 4) in the form: 

An n! sin({31T) r({3) r exp(- X)y~+6(X; I?) 
1T 'j 0 

x{lX ~O~6~1~\]) d~} dx _ n! sin;{31T) r({3) 

X ~oo xO+6y~+6(X; k) 

x{jOO (d/d~)(exp(- ~)g(~)) dt}d 
x (~_ x)s s x. (3.12) 
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An 1I! Si~({31T) r({3){£' exp(- x) y~+6(X; k) 

xf*(x) dx _100 

x o+6 y~+6(X; k)g*(x) dX}, 

with 0 + 1> 0, {3 > 0, where 

(3.13) 

. r 1;0+26- lfW 
f*(x) =j ° (x _ 1;)8 d~, 

g*(x) - (00 (d/d~)(exp(- I;)g(~)) di; 
-j x (~_x)S . 

In particular, we note that for k = 1, {3 = ~ we get the 
dual series equations for 0 = a considered by 
Chaturvedi21 a paper which contains several mistakes. 

Also if we put k == 1 and An = r(o +n + 1)r(o + {3 + 1 
+n)C n we get the dual series equations considered by 
Lowndes. 17 
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The conditions for existence, boundedness. and stability are obtained for equatorial circular geodesics in 
the Kerr-Newman geometry. These conditions are extensions of the Bardeen et a/. conditions in the Kerr 
geometry. 

I. INTRODUCTION 

The circular geodesics in the vicinity of a black hole 
are gaining significance owing to their interesting 
astrophysical applications, in particular, the phenom­
enon of gravitational synchrotron radiation. 1-4 In gen­
eral relativity, circular geodesics of arbitrary radii 
are not possible; there occurs a minimum radius (the 
existence threshold) below which circular geodesics 
cannot exist. The conditions for existence, bounded­
ness, and stability of circular geodesics have been 
studied in the Schwarz schild, 5 the Nordstrom6,1 and the 
Kerr8,9 geometries. As far as we know, this has not 
been considered in the Kerr-Newman geometry. 10 We 
shall, in this paper, obtain these conditions for equa­
torial circular geodesics in the Kerr-Newman geom­
etry which will be extensions of the Bardeen et a1.8,9 

conditions in the Kerr geometry, 

II. THE KERR-NEWMAN GEOMETRY 

We shall take the Kerr-Newman metric as a generic 
metric for a charged and rotating black hole. The 
metric in the Boyer-Lindquist11 form is given by 

2 . 20 
ds2=~ dY.+p2d02+ Sl~ [adt-(y.+a2)d¢]2 

where 

I::. . 
- ':7 (dt - a sm20 d¢)2, 

P 

p2 =y. + a2 cos20, I::. == Y. _ 2111Y + a2 + e2. 

(1) 

(2) 

Here the relativistic units are employed with G = c = 1 
and In, e, and a respectively stand for the mass, the 
charge, and the specific rotation (angular momentum 
per unit mass) of the black hole, 

We shall consider motion in the equatorial plane 
e = 'IT /20 The first integrals of motion are well known 
and are as follows l1 : 

y. dy =vR 
dX ' 

y. d¢ == _ (aE _ L) +!!..- p 
dX I::. ' 

dt y2 + a2 
y2 - =- a(aE-L) + -- P 

dX I::. ' 

with 

P =E(y2 + a2) - aL, 

R = p2 _ 1::.[J..l. 2y2 + (aE _ L)2], 

(3) 

(4) 

(5) 

(6) 

(7) 

1727 Journal of Mathematical Physics, Vol. 18, No.9, September 1977 

E is the energy, L is the angular momentum (axial 
component), J..l. is the proper mass of the particle, and 
X is the particle's proper time per unit mass, T/j.J., 
and is an affine parameter for photons. 

In the geometry described by Eq. (1), the ortho­
normal frames of locally nonrotating observers have 
their basis l-forms as11 : 

. I -2 11/2 ",t = g _ Q.a. dt 
. tt g~<b ' 

• P 
WT= ~ dr, 

Equation (3) would read in the explicit form as 

(:;r = ~ = y_2 {leY. + a2)2 - a21::.] E2 

_ 2a(y2 +a2 _ I::.)EL+ (a2 _ I::.)L2 _ J..l. 2I::.y2}. 

The physically accessible and acceptable values of E 
lie above E min for a given L at a given r with the re­
quirement R(r) > O. We obtain from Eq. (9) 

Emin ={aL(2mr - e2) + rI::. 1!2{r2 L 2 

+ [r2(y2 + a2) + a2(2mr _ ( 2) J J..l. 2)1/2} 

(8) 

(9) 

X [y.(r2 + a2) + a2(2mr _ e2)]-lo (10) 

Here as r- oo , Emin/J..l. -1. For stable bound circular 
orbits E min (r) is minimum and for unstable unbound cir­
cular orbits (unbound in the sense of Wilkins, 12 E!j.J. > 1) 
Emin is maximum. For some particular value of E, 
orbit of the particle is such that E> Emi • with the turn­
ing points at E = Em in • Emin is essentially the threshold 
energy for a given Yo 

For retrograde orbits aL < 0, Emin could become 
negative when r is close to the event horizon, In this 
region, particles having positive energy in the local 
observer's frame can have negative energy relative 
to infinity; their gravitational binding energy exceeds 
their rest mass energy. Such a region lying between 
the event horizon I::. = 0 and gtt > 0 is called the ergo­
sphere and existence of the ergosphere is the prime 
requirement for the possibility of energy extraction 
from a black hole by the Penrose process, 13 

For a photon, J..l. = 0, Eqo (10) simplifies to 

(11) 
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The upper sign is for the direct orbit L> 0 and the low­
er sign is for the retrograde orbit L < O. 

III. CIRCULAR GEODESICS 

For circular orbits we must have R(r) = 0 and R '(r) 
= 0 which yield after considerable algebraic 
manipulation, 

E il - 2111r + e2 ± a(mr _ e2)1/ 2 

Il = r[YZ - 3111r + 2e2 ± 2a(mr _ e2)112)17 2 
(12) 

and 

L (mr - e2)1/2[il + a2 'f 2a(»1r- e 2)1/2] 'f ae2 

Il =± r[Y2_3mr+2e2±2a(mr_e2)172]172 
(13) 

Here again the upper sign is for the direct orbit (L> 0) 
and the lower one is for the retrograde orbit (L < 0). 

The angular velocity of the particle relative to in­
finity is given by 

(14) 

The physical velocity of rotation relative to the locally 
nonrotating observer's frame specified by (8) would 
read as 

(i) Existence threshold 

The existence threshold for circular orbits is given 
by 

(16) 

so as to have E and L real. The limiting case of equality 
corresponds to a photon orbit. Let rph be the smallest 
root of Eq. (16). The existence condition for timelike 
circular goedesics is r> r ph ' The photon orbit with 
radius r = rph is the closest possible circular orbit to 
the black hole. 

(ii) Bound threshold 

Not all circular orbits with r> r ph are bound; they 
are bound geometrically but may be unbound in ener­
getics with ElM> 1. That is, when a particle having 
ElM'> 1, is given an infinitesimal outward perturbation 
then it escapes to infinity along an asymptotically 
hyperbolic trajectory. 12 Such unbound circular orbits 
would obviously be unstable. 

For bound orbits we must have 1- ElM ~ 0 which 

1728 J. Math. Phys., Vol. 18, No.9, September 1977 

reads as follows: 

(r3/2 + 2,f}//Y- L 'f ~ (mr- e2)1/2) 
viii vn/ 

x (y3/2 + 2,f}/lr + ~ ± ~ (mr _ e2)1/ 2) 
V/11 viii 

~ O. (17) 

Let r mb be the smallest root of the above equation. r mb 

is the radius of the marginally bound (parabolic) circu­
lar orbit which would be the closest bound orbit to the 
black hole. 

(iii) Stability threshold 

The stability for orbits (not all bound orbits are 
stable) further requires R"(r) ~ O. So we obtain 

mrb. - 4(mr - e2)[(1I1r - e2)1/ 2 'f a]2?o 0 (18) 

which could equivalently be written as 

E2 2 m e2ra'f (111r- e2)1/Z]1/2 
1- -j7l~ "3 r - 3r2[b. _ (a'f (mr- e2)l!2)2] (19) 

Let r ms (the smallest root) be the radius of marginally 
stable circular orbit, that would be the closest stable 
orbit to the black hole. 

One can easily see that all the conditions of Bardeen 
et aZ. 8,9 could be obtained by putting e = 0 in the above 
relations. There one could fortunately manage to get 
the conditions in the explicit terms which is not possible 
here. Putting a = 0, we get the conditions for the 
Nordstrom geometry6,7 and putting both a = 0, e = 0, 
the well-known conditions r~' 3 III, r? 4111, and r? 6m 
for existence, bound and stable orbits in the 
Schwarzschild geometry5 result. 
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The Kirkwood-Salsburg equations for a bounded stable 
Kac potential. I. General theory and asymptotic solutions 
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(Received 25 August 1976) 

We derive for Kac potentials of the form 'y'IjJ(AX) an expansion, for all the distribution functions. in 
powers of y' (s = dimension) and prove for z < z" that the expansion is at least asymptotic. The coefficients 
in the expansion are shown to be solutions of linear operator equations similar to the Kirkwood-Salsburg 
equation. We also explicitly obtain a rather simple expression for the coefficients of y' imd show that they 
are given by solving the Omstein-Zernicke integral equation with the choice of -PIjJ(y) for the direct 
correlation function. 

I. INTRODUCTION 

In a previous paper1 (subsequently referred to as 
GK), we established that the classical1l1-particle dis­
tribution functions Pm (Xj, •.• ,x",) for z < z 1 reduce to 

in the limit y - 0, if a Kac potential of the form 

¢ (x 12) = ySIj!(yx 12) 

is chosen with the hard core excluded. Ij!(YXij) is bound­
ed and integrable, and L,i(i Ij!(yx i1) > - mA. s is the di­
mension, and PI (x) is given by 

Pi (Xl) = z exp[ - f3 J JRS dS~pt<~) 1> (x12)], (1. 2) 

where z is the activity. Equation (1. 2) is known as the 
Kirkwood-Monroe equation. 2 

This result, derived by Gates with a different meth­
od, 3 establishes the mean field nature of the Kirkwood­
Monroe theory of melting. Mean field theories are well 
known in statistical physics and many authors4 have 
attempted to systematically improve them. This is gen­
erally done by obtaining a formal expansion of some 
quantity (i. e., free energy or pair distribution function) 
in powers of y and establishing that the zeroth power 
coefficient is the mean field result. Higher powers 
would then be corrections. It is however generally 
thought4a that these expansions in yare at best asymp­
totic and that to obtain useful information about yoF 0 
would require resummation of the series. Unfortunate­
ly, these series are usually so complicated that it is 
difficult to establish simple forms for the coefficients 
and it is almost impossible to analyze convergence 
properties much less resum the series. 

In Sec. II of this paper we derive, in a rather simple 
way, a formal expansion in powers of yS for all the dis­
tribution functions for systems with potentials of the 
form (1. 1) with Ij!(yx) >-- O. The coefficients of (ySt are 
seen to be solutions of sets of linear equations similar 
in structure to the Kirkwood-Salsburg5 equation. 

We solve the equation for the coefficient of yS and 
thereby obtain an explicit form for the first order con­
tribution to all the distribution functions. The coeffi­
cient for P2(Xj,~) to order y is seen to obey an 
Ornstein- Zernicke6 equation. (The details are present­
ed in Appendix A. ) We then show that the yS expansIon 
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is asymptotic to order y. These results are antiCipated 
by the work of Lebowitz, Stell, and Baer4d who obtained, 
nonrigorously, quite similar expressions for the more 
complicated Kac potential plus hard core. 

In Secs. III and IV we generalize the above results to 
higher powers of yS and to a class of nonpositive definite 
potentials, respectively. The significance of these re­
sults and possible paths of future research are dis­
cussed in Sec. V. 

II. ASYMPTOTIC SOLUTION OF THE KIRKWOOD­
SALSBURG EQUATIONS TO FIRST ORDER IN 
,¥s FOR NONNEGATIVE POTENTIALS 

In this and the following section, we want to consider 
a system of particles in s dimensions interacting via a 
Kac potential ¢(x12 )=ys lP(YX12) with y>-- 0 and a nonnega­
tive bounded and integrable function Ij!, 

0"" Ij!(y) ""A < 00, C1 = JJRSdsyIjJ(y) < 00 0 (2.1) 

This pair-potential is regular, since the integral of the 
absolute value of the Mayer function f(x d 
=exp[- P¢(X12)]-1, p=1/k BT is bounded, 

(2.2) 

All information about the system in equilibrium is con­
tained in the set of m-particle distribution functions 
Pm(x1, • •• ,xm). The vector P(Pb P2,' 0') of these func­
tions obeys the Kirkwood-Salsburg (K-S) equations, 5 

which may be written in compact form as7 

(l-zK)p=zCi, (2.3) 

where j is the unit operator, z is the activity, Ci 
= (1, 0, 0,"') and K is the Kirkwood-Salsburg opera­
tor, defined by 

(K4')m (Xj, •• , ,x",) 

= [j~2 (1 + f(X1}»] ((1 - 15m, l)4'm-l (x2, • 0 • ,Xm) 

(2.4) 

K operates on the Banach space E t of vectors of func­
tions 4' = (4'1, 4'2,' •• ) where 4'm: JR"'S -JR is Lebesque 
measurable and bounded, the norm in E t being 
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II II ( I CPm(Xl, ••• ,Xm) I) 
cP ,= :~~ (xl' ~~~X:~~ IRms ~m , 

~ > 0 fixed. (2,5) 

The Kirkwood-Salsburg operator is bounded in the 
operator norm which corresponds to this vector norm, 

11K II '" (lh) exp[~C((3)] = Zo ({3, I/J, ~, y)-I, (2,6) 

The bound can be made independent of y, since with 
(2, 2) we have z(jl '-'C. (1/~) exp[ ~(3Cl]' 

A formal expansion of the distribution functions in y' 
can be obtained in the following way, It was shown in 
GK that for z small enough (2,3) could be solved by 
iteration and that the solution p did not depend on the 
pOSitions of the particle but on y times the distance, 

If we assume that the solution of (2.3) has this form 
for all z then we can expand all the Mayer functions 
j(xlJ) in (2.4) in series in the variable (3¢(xlJ) 
=ys(31)(yx ii ), redefine our variables YXii-Yiiz and 
equate powers of yS. We obtain, for the coefficient of 
each power of yS, a linear operator equation to solve. 
Before discussing the form of these equations it is 
interesting to note that the simple form for this ex­
pansion in powers of yS instead of y comes from the 
fact that we have no hard core or lattice constant to 
impose another length scale on the problem. The only 
length we must concern ourselves with is y-I. There­
fore, we can scale it away by a simple variable 
transformation yx - v. 

An expansion of the Kirkwood-Salsburg operator K 
in terms of yS by expanding the Mayer functions in (2.4) 
meets with serious difficulties because of the product 
of [1 +j(xjj)l factors. If we split K by setting 

~ ~ ~ 

K=P,R, 

(PCP)m(x1z "" Xm) =[ Ii (1 + j(x1j»l. CPm(xiz , '" Xm), 
):112 'J 

(2.7) 
~ ~ 

where R contains the rest of K, we see that the ex-
pansion coefficients of P are unbounded operators from 
the first order on 

p-PI=i+/sj , 

(,5I CP)m(xtz "o ,xm)=- (3[t ~)(YX1i)lCPm(Xtz ••• ,Xm). 
}=2 J 

(2.8) 

Nevertheless, we will see that in this way one can get 
an asymptotic expansion for the vector p of correlation 
functions, An expansion of the rest operator R up to 
the first order gives 

R - Rl = Qo + ySQiz 

(QoCP)m(xj "", xm) 

= (1 - 0m,j)CPm_l (~, ' , , ,Xm) 

00 (- (3)1 1 
+0-Z-'- I CPm+l-n(~"'·,Xm+/) 

1.1 • IR S 

m+1 

J=m+n 
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(2.9) 

(Ql CP)m (X1z ' , • ,Xm) 

=- -2
1 (3 t (- (3)1 ~ i ( 

Z' '-' CPm+l-l ~, ' , , ,Xm+/) 
1=1 • lom+l IRIs 

m+1 
X I/J(YXli) n (1/J('YXlJ) dS(yX,)). 

j=m+1 

The first order approximation to the Kirkwood­
Salsburg operator is therefore 

(2.10) 

K - Kl = Qo + yS(SIQo + Q1), (2,11) 

If we formally expand the solution p of (2,3) up to order 
yS, 

and collect terms of the same order in (2.3), we get 
two hierarchies which are the zeroth order approxima­
tion and its first-order correction to the Kirkwood­
Salsburg equations, 

(i -zQo)x(O)=za, 

(i - zQo)X(ll = z (SIQO + Ql)X(O), 

These two equations can be solved uniquely as long 
as 1 is not an eigenvalue of the (bounded) operator 
zQo' If we extend E, to complex-valued functions and 
z to the complex plane we have, for example, by 
Neumann's theorem that (j - zQo) has a bounded inverse 
as long as Iz IllQol1 < 1 and the right-hand side of (2,14) 
is bounded which is the case for Iz I <zl' However, it 
shall be pointed out that this restriction may in general 
be too strong. In fact, with our approach we obtain a 
criterion which, although satisfied for all z smaller 
than the bound found by Ruelle, 7 may be satisfied for 
much larger z, 

The zeroth order equation (2,13) has been studied in 
GK, It is equivalent-for small enough density-to the 
Kirkwood-Monroe equation for the zeroth order one­
particle distribution function (density) xiO) '" n, 

This can be shown easily by an ansatz of the form 

(X(O»)m(xiz ", ,xm) = n n(x,) 
}=1 

for the hierarchy (2,13), In fact, for all z ~ 0 there is a 
constant solution n of (2,15) (n==z exp[- (3C 1n]) which 
only depends on (3, z and not on y, since I IRS dS~¢ (x 12) 
= C1, This n also determines, via (2,16), the unique 
solution of (2,13) for 0'" z '" z~~F) where z~~F) is defined 
as the infimum o~ all positive z with liz belonging to 
the spectrum of Qo, The result, that this is also an 
asymptotic solution to zeroth order in yS of the full 
Kirkwood-Salsburg equations (2,3) for 0'" z '" z1z has 
already been proven in GK. An extension to perhaps 
a larger range of z, namely 

lip - X(O) II, ~ yS, z II (1- zK)"111 ,Bo((3, I/J; ~,z), 

0'" z < min{z z (MF)}=Z c'l" cr c'l" 

(2,17) 

can be achieved by using the direct method, which is 
presented in Appendix B for the first order case. Here 
zcr is the infimum of all positive z with liz belonging 
to the spectrum of K, 
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In order to solve the first order hierarchy (2.14) we 
make an ansatz 

(X(!)m(xj, . , , ,~) 

= [t n(xJ)] , t [r(xl ) + '0 h(xj, xk)l, 
j=1 1=1 I<k"m J 

(2,18) 

where r is the relative first order correction to the 
density and h is the first order correction to the two­
particle correlation function. It is shown in Appendix A 
that the hierarchy (2.13), (2,14) reduces to the following 
two integral equations for the functions rand h: 

h(xj,~) = - (3iJ!(yxI2) - f3 fIRsdS(y~) 

Xn(~)i/!(YXIO)h(X2' ~), 

r(xI) = Uh(xj, xI) + f3~1(0) 1 
- f3 fIRsdS(y~) n(~) 1/;(yxlo) r(~). 

(2.19) 

(2.20) 

In the liquid phase r will be a constant and h will only 
depend on the absolute distance between the particles, 
h(xj,~)=h(xI2)' In this case the two equations can be 
simplified, 

h(XI2) = - (3iJ!(yxd - f3n fIRsdS(y~)i/!(YXIO)h(X20)' 

r= (1 + nf3Cltt. WI(O) + f3i/!(0)1. 

(2.19') 

(2.20') 

By (2.20'), r is directly given in terms of h. From 
(2.19') it is clear that h scales with y. Therefore, by 
defining new variables Yi = yXi and a scaled correlation 
function hsc(yxlj)=h(Yij) we have-instead of (2.19)-to 
consider an equation which does not depend on 1',8 

lzsc(Yt2) =- (31J(vd - f3n fIRsdsYoi/!(Yto)hsc(Y20)' (2.21) 

The solution of (2.21) determines via (2.20') and (2.18) 
the unique first-order correction x(!) to the vector of 
correlation functions in the range 0 <:' Z < z;~F). The full 
first order approximation pet) = X(O) + ySX(!) to the solu­
tion p of the Kirkwood-Salsburg equations (2.3) is 
asymptotic to first order in yS, 

lip - pet) II~ "" y2s ,z II (/ - zih-t ll·Bt (f3, i/!; ~,z), 

(2.22) 

This result is proven in Appendix R In order to derive 
this inequality for the maximal range of z, 0 <:'z <zcr 
one has to choose 

(2. 22a) 

in (2,22) [and also for the corresponding result (2,17)], 
Furthermore it is assumed that the functions rand 12 
are bounded in each interval [O,z] with Z <Zcro 9 

III. ASYMPTOTIC SOLUTIONS OF THE KIRKWOOD­
SALSBURG EQUATIONS TO HIGHER ORDERS IN 
IS FOR NONNEGATIVE POTENTIALS 

The procedure of solving the Kirkwood-Salsburg 
equations to first order in yS which has been developed 
in the last section can be generalized to higher orders 
in yS, Expansion of the Mayer functions in the product 
operator P and the rest operator R, defined in (2,7), 
gives the approximation of these operators to the vth 
order in ys, 

(3.1) 
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It is easy to give the S I' explicitly, 

(3,2) 

They are unbounded operators for Jl "" 1. To write down 
the QI' in a short form, we use the identity f(x) 
= (- cp(x» , Jgd'rexp[- Tcp(X)] in the definition (2,4), 
(2.7) of the rest operator R, 

(Rc,o)m (xj, , , , ,x".) 

= 0",0 (1- 0m,l)<Pm_l (~, ••• ,x".) 

~ (-1)11 + 6 [1- c,om+I-! (X:!, ••• , xm+/ ) 
1=1 • . IR1sx(O,8JI 

xexp[- yS I! TJi/!(YX lJ )] iiI (i/!(yxlJ)dS(yxJ)dTJ). 
i=m+l Js m+1 

(3.3) 

Now the expansion in terms of yS is trivial and we obtain 

(Q"c,o)m(Xj,.,., ~) 

= 6",0(1- 6 .... 1)<Pm_I(~' ••• ,~) 

(3.4) 

From this explicit expression for the Q .... one can deduce 
that 

~ 

R = 0 y""sQ .... , 0 <:' I' < 00 
1'=0 

(3. 5) 

is an operator-norm convergent series expansion of the 
rest operator, and in particular that IIR - Rvll - 0 
(v - 00). The proof is concluded in the following way: 
With use of the identity 

/

00 dTI ••• j8 dT"[~ TJ]" =f3"+1 d",,(~)/1 
o J=I dx x x=o o 

it is straightforward to show that 

y"S II Q" II <:' 1. ({3A~S)" d"" exp (~f3CI . lX - 1\/ . (3.6) 
~ fJ.. dx x } x=o 

Apart from the factor 1/~, the right-hand side of (3.6) 
is the (fJ. + 1)th term in the Taylor series of 
exp[~f3Cl W -l)/x 11 x=BAyS around the point x = O. Clearly, 
exp[ ~f3Cn(lx - 1)/ x] is an analytic function at x = 0, so 
that the Taylor series converges. We have found in this 
way a convergent majorant to ~:=o y"SIl Q "II which proves 
the proposition. 

Expanding the solution p of the Kirkwood-Salsburg 
equations in powers of yS up to the vth order 

v 
p - p(v) = 0 y"sx(">' (3.7) 

,,=0 

one gets, by collecting terms of the same order in 
(2.3), v + 1 hierarchies which determine successively 
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the zeroth-order solution and its 1st to vth order 
corrections, 

(J - zQo)x(O) =ZO!, 

(i - zQo)x(") = z 't ('0 SaQT)\ x("-~) 
~=1 a+T=X 'I 

(3.8) 

(1 "'" 11 "'" vlo 

For all orders the operator on the left, J - zQo, remains 
the same and only the inhomogeneous term on the 
right- hand side changes, This means that the solution 
of the hierarchies is always unique up to the same value 
z~F) of the cativity, which i~ only determined by the 
zeroth-order rest operator Qo' 

If one looks at the particular form of the solutions 
(2.16) and (2.18) of the zeroth and the first-order 
hierarchies, one is led to the idea that only correla­
tions involving not more than v + 1 particles should 
enter the solution of the vth order hierarchy. This is 
physically clear, since a (nonseparable) correlation 
between v + 1 particles involves at least v interactions, 
each of them giving a factor yS to the correlation func­
tion. One can check this assumption formally, for z 
< Z~~F) by inspecting the hierarchies (3.8), Since the 
operator Qo according to its definition (2.9) [or (3.4)] 
only involves correlations between particle 1 and 
others, whose positions are integrated out, no new cor­
relations are created on the left- hand sides of the 
hierarchies, Therefore, the degree of correlation in­
volved in a vector XlV) is determined by the action of 
the operators on the right-hand sides of the hierarchies 
on the vectors Xl,,) (11=0, ... , v-1), which degree of 
correlation has already been established in the v lower 
hierarchies, It is especially clear that the zeroth order 
hierarchy has an uncorrelated solution, since in the 
circle I z I < zl we have by Neumann's theorem x(O) 

=2;7=0 (zQO)IZQ, which remains an uncorrelated solution 
after analytic continuation in z, In the higher hier­
archies correlations are now introduced successively 
by the factors zJ!(yx lj) appearing on the right- hand sides 
of (3,8) in the operators Sa. The number 0 of these fac­
tors and the order 11- A of the vector X(,,-~) have a sum 
not greater than the order 11 of the hierarchy, There­
fore, the assumption follows by induction. 

It is clear now that for v? 1 we can make an ansatz 
of the form 

(X(V»)m(Xl>'" ,xm) 

= [n n(xJ)l. 't [0 Iv) (Xk1 ) + '0 [oiv
-u (Xk1 , Xk ) 

j=1 J kl.1 kj<k2",m 2 

(V? 1), 

(3.9) 

for the solution of the vth order hierarchy, where 0 IV) 
is the vth relative correction to the density, o~v-1) is 
the (v -l)th correction to the two-particle correlation 
function-whose first (nonseparable) part is of first 
order in yS-and so on, and finally o~~l is the first 
(nonseparable) part of the (v + I)-particle correlation 
function, 

Inserting (3.9) into the vth-order hierarchy (3,8), 
with the use of the lower order hierarchies, leads to a 
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system of v + 1 linear integral equations for the func­
tions O{v>, ••• ,o~~l, As coefficient the lower order cor­
relation functions O~"-T+1> (r = 1, . , , , 11 + 1; 11 = 0, ... , v) 
will appear, All the O~"-T+l) (r= 1, ' , , , 11 + 1; 11 = 0, .. , , v) 
together determine via (3.9) and (3,7) the vth-order 
approximation p (v) to the solution p of the Kirkwood­
Salsburg equations, In analogy to the first-order situa­
tion of Sec, II and Appendix B, one can prove the 
asymptoticityof this approximation (in the limit y - 0), 

II p - p (v) II { ~ y(v.Os • Z II (J - zK)-lll 
(3.10) 

Again, this is valid for ; ~ ner and under the additional 
assumption that all the correlation functions, which are 
involved in p (v), are bounded in each interval [0, z 1 with 
z <zer. The technique of proving (3,10) is the same as 
in Appendix Eo Typically the constant Bv contains 
terms of the form 

max [rn~(:!:!:)mJ '" (~) ~(:!:!:)X / On! / n) 

mEIN ; In 1;/ n; , (3.11) 

where A increases with the order v, so that the Bv 
diverges for v - 00. This indicates that the asymptotic 
expansion of p is not a convergent one. 

IV. EXTENSION TO NEGATIVE-VALUED STABLE 
POTENTIALS 

In the preceding two sections we considered only 
nonnegative potentials I]J ~ 0, The reason for this was 
that for p~tentials with negative values the product 
operator P in general is unbounded. Then it is not 
possible to derive statements about the quality of ap­
proximative solutions, However, also in this case one 
can formally expand operators and vectors in powers of 
y' and the possibility and the method of solving a 
hierarchy, which gives a contribution of a certain order 
to the vector of distribution functions, apparently does 
not depend on the sign of the potentiaL By thoroughly 
checking the proofs which led to the asymptoticity re­
sults (2,17), (2,22), and (3,10), one notices the possi­
bility of a generalization to potentials wilh negative 
values, if one could bound the operator p. 

This, effectively, can be done with the help of a trick 
introduced by Ruelle, 7 Pair potentials, taking negative 
values, lead to a nonthermodynamic behavior, if they 
are not stable, Therefore, one has to impose the stabil­
ity condition on the potential 

'0 cp(Xjj)?- - 111 (B/2) (111 E IN;Xl' , 0' ,XmE lRS). 
1~i<j:'!'::;m 

(4.1) 

B is a positive constant, If (4.1) is fulfilled, one can 
always find an index io=io(x1, ••• ,Xm), so that 
2;1>'10 cP (x/oJl?- - B. One now defines a permutation 
operator II ~ by 

(IT</> (/I)m (Xl> ' , • ,xiO ' ' , , ,Xm) 

= rpm(X/o' .. , ,Xj, ' • , ,xm), 

Then one easily sees that 

IIIl</>pll ~ exp(yS f3B), 

Since the distribution functions Pm are invariant with 
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respect to a permutation of particles, one can consider, 
instead of (2.3), the modified Kirkwood-Salsburg 
equations 

(4.4) 

where the modified Kirkwood-Salsburg operator can be 
factorized into bounded operators ITK = (ITP)R. For 
technical reaSons we also redefine C1 = f msdSy IIJ!(y) I 
< 0'\ In this new situation all of the proofs go through 
in the same way as before. For example, in Appendix 
B one only has to introduce some additional factors 
exp(yj3B) and change (B8)- (ElO) to inequalities with 
the factor exp[nC(fl)] instead of exp[-nC(fl)] on the 
right-hand side. Also the systems of integral equations, 
to which the hierarchies of all orders reduce, remain 
the same because of the invariance property of the dis­
tribution functions. Therefore, all results of Secs. II 
and III are also valid in the more general case of 
stable, bounded, integrable Kac potentials. 

v. RESULTS AND CONCLUSIONS 

Our main result is that for potentials of the form 
(1. 1) with the restrictions (2,1) and Z <zcr a series 
expansion for all of the distribution functions in powers 
of yS can be found which is at least asymptotic in the 
y - 0 limit, We also derive explicit expressions for the 
coefficient of yS in the expansion for Pm(xh , •. ,xm) and 
indicate how to obtain explicit expressions for coeffi­
cients of higher powers, 

The coefficient of yS is of particular importance as 
it is necessary to obtain, for example, the density­
density correlation function 

(PkP_k)=P[l+! (dsxexp(ikx)(P2(x)_p2)1 (5,1) 
P Jms j 

and the isothermal compressibility 

HT= ~ lim (PkP-k)' 
P k-O 

These thermodynamic quantities exhibit rather in­
teresting behavior which is investigated in a sub­
sequent paper, 

(5.2) 

It is clear from the foregoing work that there exist 
several unsolved problems, We have proven that the 
expansion is asymptotic only up to zcr which is the 
minimum of zcr and z;:F), It is clearly important to 
extend this range, It has not yet been proven that the 
expansion is not in fact convergent in some neighbor­
hood of y = 0 although it is suspected that it is not, It 
is also quite important to locate the phase transition 
and determine its order. These questions and others 
such as the form of the coefficients for higher powers 
of yS are being investigated. 

There are at least two reasons for studying poten­
tials of this kind, First, investigations of the structure 
of the expansion may indicate possible paths to proving 
similar theorems about the more complicated hard 
core plus Kac potential systems. Second, and perhaps 
more interesting, is the possibility of resummation of 
the y expansion and obtaining information about sys­
tems with potentials which are finite in range. 
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In conclusion we would stress that the advantage to 
investigating systems with potentials of interaction 
given by (1. 1) is that there exists only one length in the 
problem, that is y-l, Therefore, one can absorb this 
length into a scale factor, as we have done, and in­
vestigate the behavior of the system on the scale y-l, 
This is clearly impossible for lattice systems or 
potentials with hard cores. 

APPENDIX A: REDUCTION OF THE FIRST-ORDER 
HIERARCHY 

We want to show here how the hierarchy for the first­
order correction X<1> to the solution p of the Kirkwood­
Salsburg equations (2.3), namely 

(l-zQo)x(1)=Z(SIQO+Ql)x(O), (AI) 

where Qo, Ql' SI' and X(O) are defined by (2.9), (2.10), 
(2.8), and (2.16) is reduced by the ansatz 

(X(1»m(xh ", ,xm) 

(A2) 

to the integral equations (2.19) and (2,20) for the func­
tions Y and h, Applying the operators, which appear in 
(AI), to the vectors X (0 ) [defined in (2, 16)] and X (1) one 
gets infinite sums containing integrals of the functions 
n, r, h, These sums can be substituted with the aid of 
the integral equation (2, 15) for n by simple expressions. 
In this way we get 

A A A (0) 

([SIQo + Qdx )m(xh "" xm) 

=! [Ii n(xj ) tj3211 (1) - j3 t lJ!(yxu) , 
Z j.l /.2 

[A A] (1) 
(1- zQo X )m(xh'" ,xm) 

= [~1 n(Xjlj 0 [r(xj) + B h(Xh XI) 

+ j312 (1) + j3 P2 13 (1, i) - ~j3Z14(1)J. 

with 

11 (1) = f mS d
S(YXo)n(Xo)IJ!(YXjo)2, 

12(1) = fmsdS(YXo)n(Xo)r(Xo)</!(YX10), 

13(1, i) = Jms dS(YXo)n(Xo)h(xh Xo)</!(YXjO), 

14(1) = f zsdS(yXo) dS(YXo·)n (Xo)n (Xo·) 
lR 

XJz(xo, Xo·)I/!(yXjO) I/! (yx 10') , 

In this way, Eq, (AI) is satisfied, if 

r(xj) + j31z(1) - tj32[lj(1) + 14(1)1 

m 
+ '0 [h(Xj,xJ) +j313(1,j) + j31J!(YXlj)] = 0, 

j.2 

(A3) 

(A4) 

(A5) 

Especially for rn = 1 the sum gives zero and it follows 
that 

r(xj) + j312 (1) - tj32[lj (1) + 14(1)] = 0, (A6) 

Therefore, the sum must also be zero for all m and 
sinc e Xz, ' , , ,xm are arbitrary, we have 
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If one uses (A 7) one easily derives that Ij (1) + 14 (1) 
=- (1/1'3)/3(1,1) and with this and (A7) one gets instead 
of (A6), 

r(xj) + 1'3/2(1) - i[h(xt> Xj) + M(0)1 = o. (A8) 

(A7) and (A8) are identical to Eqs. (2.19) and (2.20), 
respec tively. 

APPENDIX B: ASYMPTOTICITY OF THE FIRST· 
ORDER SOLUTION 

In this appendix we want to derive the asymptoticity 
property (2.22) for the first-order approximation p(ll 

= X(O) + YX(1) to the solution p of the Kirkwood­
Salsburg equations (2.3). The vectors X(O) and X(1), 
respectively are solutions of the zeroth and first-order 
hierarchies 

(I-zQo)x(O)=za, 

(I - zQo)x(1) =Z (SjQo + Qj)X(O), 
(El) 

where Qo, Ql' and s~ are defined by (2.9), (2.10), and 
(2.8), and X(O) and X 1) are explicitly given by 

(X(O»",(Xt> ... , x"') =nm
, 

m 

(X(1)}m(xt> •.• ,Xm }=llm :0 
;=1 

(B2) 

n, r, and h being determined by the integral equations 
(2,15), (2.19), and (2,20). 

By combining the two equations (El) we get 

(B3) 

with Kl = Qo + yS(SjQo + Ql)' Subtracting (B3) from the 
Kirkwood-Salsburg equation (i - zK)p = z a and adding 
and subtracting a term zKp(1), one obtains 

(j - zi)(p - pU» 

=Z (K - Kj )p(1) + ySz (SjQo + Qt)X(1), (B4) 

from which we get the following bound: 

IIp- p(1) II~,:; z II (1- ziti II ,[ II (K - Kl)p(llll~ 

+yS(llslQox(1)II~+ IIQlx(1)II~)L (B5) 

To simplify the calculation we split off the first vector 
norm on the right-hand side, 

II (K - Kl)p(1)II~,:; II (,0- Pl)Rp(1) II~ 

+ Ilj\(l~ - Rl)p(llll~ +ysIIStQjp(1lII~. 

(B6) 

It remains to be shown that II (P - P j)Rp (j) II p 

IIPj(1~-Rj)p(1Jlle are bounded to second-order and 
IIsj(iop(j)ll p IIQ1p<1lll e, IISjQ1P(1)ll e to zeroth-order in 
Y. We will demonstrate this explicitly in the first case: 
By use of Ie-x - 1 + x I ,:; tx2 for x ~ 0 we have 

I ( ~ ~] ~ (1) I (P-PjRp )".(xt. .. ·,Xm) 

,:; tl'32y2sA2(m - 1)2[ I (RX(O»",(x,., •.. ,x"') I 

I ~ (1) I + Y (RX )m(xt. •.. , Xm) 1. (B7) 

The two terms on the right-hand side can be calculated 
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directly, 

(RX(O»",(Xb 0." xm) =n",-1 exp[- nC(1'3) , 
~ (1) 

(RX )m(xt>.'., xm) 

= nm
-
1 exp[ - nC (;3)] 0 [em - 1)r - nC (;3)r 

+ :0 h(Xij)+n't Jl(1,i)+tn2]z(1)], 
2~i<j~m ;=2 

with 

Jj(l,i)=I sdSXof(xjo)h(x iO ), 
IR 

J 2(1) = J IRS dSXo JIRsdsXo'f(Xl0)f(XIO')l~(xOO'). 

(B8) 

(B9) 

If we assume that the absolute values of the functions r 
and h are bounded in the interval [0, Z cr - E 1 by r and Ii 
respectively, (B7)- (B9) give 

II (P- i't)Rp(l) lie 

,:; yS : t 1'32A 2 exp[ - nC (1'3) 1 • max {m 2 (n/ ~)m 
" "'E::lN 

X [1 + yS[ {m + nC(I'3»r + (~1I1 (1/1 - 1) + mnC(i3) 

+ ~n2C(1'3)2)liJ]}. (B10) 

With ~~ncr we have O':;x=n/~ <1 for all Q,:;z <zcr' 
Therefore, the functionf(m) = ml.xm has a finite 
maximum for m = - A/lux. With this and the fact that 
the bounds rand h are clearly also functions of 1'3, I/! , ~, 
and z, one finally gets 

(B11) 

Bounds for the other four expressions can be obtained in 
a similar way. Inserting all bounds into (B6) and (B5) 
gives the desired result, 

II p - P (1) II, ,:; lSz II (I - zKt l II B (13, 4'; ~, z), 0"" z < Z cr' 

(B12) 

Here, ~ ~ ncr, and we remark that Bl may be chosen in­
dependent of z if rand 17 are bounded in the closed in­
terval [0, zcrl, 
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The Kirkwood-Salsburg equations for a bounded stable 
Kac potential. II. Instability and phase transitions 
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We prove that systems interacting via potentials of the form 
<!>(x"x2) = 'y'Ij1(y x l2 ) 

where Ij1 is bounded stable and defined on bounded support are unstable to fluctuations of wavenumber 
k'min# at a particular value Vo of v= n/3, where n is the density and /3 = 1/ kB T in the limit y--->O 
(VdWI). We also prove (in the VdWI) that the solution to the equation for the single particle distribution 
function bifurcates at this same value Yo, that the nonconstant solution is periodic and has a reciprocal 
lattice vector with a magnitude k' min' and that there exists a type of long range order at Yo' These results 
are interpreted to indicate the existence of a spinodal point on the liquid isotherm, and similarities between 
this system and the known properties of the hard sphere fluid are discussed. A theorem is also proven 
about the range of activity where one has a unique fluid phase, and it is shown that this system has no 
coexistence region in the usual sense. 

I. INTRODUCTION 

In the preceding paper! (referred to as I) we derived 
an expansion in powers of yS for all the distribution 
functions for systems interacting via a two-particle 
potential of the form 

¢(xd=ysi/J(yx 12), X12=iX:z-x1i, (1.1) 

where y is an arbitrary parameter, its inverse being 
proportional to the range of the potential, i/J is a bound­
ed, stable,2 and absolutely integrable function, and s is 
the dimension. For 0"" Z <zcr the expanSion was proven 
to be at least asymptotic and explicit expressions for 
the coefficients of the zeroth and first powers of yS 
were found to be 

Pm(xt. ••• ,~) = X~O)(Xt. ••• ,~) 

+ YX~ll(xt..,.,~) + 0(y2S), 

m 
X~O)(Xt. ••• ,Xm)= n nsc(Yj), 

j=l 

X~ll(Xl"'" Xm) = [n nsc(Yj)] , t [rsc(Y;) 
j=l 1=1 

+ 6 hsc(YI, Yk)] , 
i(k"m 

(1. 2) 

where Y = yX is the scaled position vector and the func­
tions nsc' r sc , and hsc are given by 

nsc(Yl) =Z • exp[ - fl f IRsnsc(Y2)i/J(Y12) dSY2], 

hsc(yt. Y2) = - fli/J(Y12) - fl fIRsnsc(yo) 

x i/J(Yl0)hsc (Y2, Yo) dSyo, 

r sc (Yl) = t[hsc(Yt> Yl) + fli/J(O)] 

- fl fIRsnsc(YO)i/J(Yl0)rsc(Yo) dSyo. 

(1. 3a) 

(1.3b) 

(1. 3c) 

In this paper we prove the existence of an instability 
in this system in the Van der Waals limit y - 0 (VdWI) 
for the restricted class of potentials (1. 1) which have 
bounded support as functions of Y12 = ')/X 12 , 

(1.1 ') 

This instability is shown to be due to fluctuations of 
wave vectors I ~In I "* O. In order to gain greater insight 
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into the nature of this instability we assume, as argued 
for by Gates 3 for all densities P and proven by the 
authors4 for small p, that the solution to the Kirkwood­
Monroe (KM) equation (1. 3a) correctly gives PI (Xl) in 
the VdWl. Assuming the validity of this equation we 
show that the instability we have found is connected 
with a bifurcation point of the nonlinear integral equa­
tion (1. 3a), Following an argument of Gates at this 
point, the free energy corresponding to the constant 
solution ceases to be a minimum. 

The structure of this paper is as follows, In Sec. II 
we derive expressions for the energy density, pressure, 
isothermal compressibility, and structure factor in the 
VdWL The structure factor is shown to diverge for 
particular wave vectors I ~In I '* 0 at a certain value vo 
of 11 =nfl. 

In Sec. TIL we examine the above quantities and illu­
strate the behavior of the two-particle correlation func­
tion g2 to order y, given by g2(x12) = 1 + yS hsc (Y12), in 
general and for a particular choice of i/J(Y12) to gain 
some additional insight into the meaning of the di­
vergence of the structure factor. 

In Sec, IV we show that Vo is a bifurcation point of 
the KM equation and that for fln - > 110 there exists a 
periodiC solution of this equation with a period charac­
terized by a reCiprocal lattice vector ~in with the same 
magnitude as a wave vector of the critical fluctuations, 

Section V contains the proof of a theorem about 
uniqueness of the solutions of the Kirkwood- Monroe 
equation and it is also shown that there does not exist 
for any density a solution which would describe a co­
existence region in the usual way, 

In the final section, VI, we discuss the meaning of 
these results and compare them to the work of other 
authors, 

II. THERMODYNAMICS AND STRUCTURE FUNCTION 

In I it was shown that the pair correlation function 
g2 for Z <zcr could be written as 
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(2.1) 

where 13 is a uniformly bounded function for y EO JR and 
Z <zero B, y' restricted to compact sets of JR. Using 
(2.1) we can calculate the energy per particle, pres­
sure, isothermal compressibility, and the structure 
factor in the limit y - O. Expressions for these quanti­
ties are obtained by inserting g2(X;y') in the standard 
formulas 5 given below and then taking the VdWl, We 
have for the energy per particle 

e(T, n) == (s/2)k BT + in J~, 1> (X)g2(X) d'x, (2.2) 

the pressure 

p(T,n)=nkBT- :sn2 f ,xr;: (x)g2(x)dSx, (2.3) 
R 

and the structure factor6 

S(k)= nk
1

B
T [1 +n l/2(x) eXP(ikx)dSX} (2.4) 

the k - 0 limit of which is the isothermal compressibil­
ity. We have antiCipated in the above equations that 
n(x) is a constant and that in taking the limit y - 0 we 
will have no contributions from coefficients of powers 
of (y")m with m'" 1 in the expansion for PI (x;Y"). This 
will become clear in the course of the calculations. 

Inserting (1.1) and (2.1) into (2.2), defining y=yX 
and realizing from (1. 3a) and (1. 3b) that hsc(Y) like 
13(y) is uniformly bounded for Z <zen one has in the 
limit y - 0 

e(T,n)==(s/2)kBT+in~(0), (2.5) 

where ~(O) = J JRS qJ(y) dSy < 00. Clearly, higher powers 
of y' in the expansion for Pi (Xl; yS) would give no con­
tribution to the zeroth order result (2. 5). 

In calculating the pressure according to (2.3) we re­
strict ourselves to the class of at least piecewise dif­
ferentiable functions ~I(y) with bounded support, so that 

~ J 

d 
(y)=~(y)+ 6 djo(y-a}). (2.6) 

y }=1 

If we then again scale the integration variable to y = yX 
it is obvious that in the VdWl we only have a contribu­
tion from the zeroth-order term in (2.1) and one gets 
by partial integration for y - 0, 

p(T,n)=nkBT+in2~(O). (2.7) 

The structure function presents a much more difficult 
problem and a much more interesting result. We can 
rewrite (2.4) for k '* 0 as 

S(k)=nk~T [1+nf, (g2(X)-1)eXP(ikx)d
S
X]. 

JR (2. 8) 
Inserting (2.1) and using the explicit form of the 
Fourier transform hsc(k') of h,ctv), where yk'=k, 

(2.9) 

which can simply be derived from the linear integral 
equation (1. 3b), we have 

S (k') = S(k) - _1_ (1 n{3~ (k' ) '( . 
sc - -nkBT -1+n{3(k,)+yFZ,{3,y). 

(2.10) 
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The problem is to show that 

limy' F(z,!3; y) = O. 
y-o 

(2.11) 

The difficulty lies in the fact that the integral in (2. 8) 
is over an infinite range and is not cut off (or damped 
for more general potentials) by the bounded support of 
I,b(y) as in (2.2) and (2.3). Formulating condition (2.11) 
in a different way, 

lim J~, (g2(X) - 1) exp(ikx) dSx = JJR' ,hsc(y) exp(ik'y) d'y, 
Y-O 

(2. 11') 

and scaling the integration variable on the left, we have 
to prove that the limit and the integral in (2.11') can be 
commuted, since we know from I that 

l}~ ~ (g2(~) -1) =h.c(Y) 

for Z < zcr' For this it is sufficient that the y- integral 
over the absolute value I g2(Y/Y) - 11 is uniformly con­
vergent with respect to y. The idea now is to express 
this integrand by a cluster function of a system with the 
scaled distances Yil = yX,j between the particles which 
may have some other scaled inverse temperature !3' 
and activity z', and then to apply certain boundS on the 
integral over this cluster function using results of 
Penrose7 and Ruelle. 8 

For this reason we express g2(Y/Y) - 1 by the 
original distribution functions 

r (:.") _ 1 _ (J<-(2'.;/y;y" Z, 13) - [P1 (Y', z, P) F 
,~2 Y - lP1(y', z, P)f (2.12) 

where we explicitly point out the dependence on yS, z, 
and !3 on the right- hand side. The distribution functions 
are defined by, 8 

Pm(xj ", • ,~; IS, z, ,13) 

00 m+l 

=lim:::;(A,yS;z,{3)-1 6 Zl'-
A -~ 1=0 .• 

x f d S
Xm+l" 0 0 d'~+1 II (1 +fjj ), 

AI j~i<j~m+1 (2.13) 
00 I 

:::;(1\,y';z,;3)=0 ;, r dSX1 ,·,d'xl n (1+/ij). 
/=0 • } AI l~i<j"l 

For potentials of the form (1, 1) we have 

f ij = exp[ - (3y'<b(yx ij) 1- 10 (2. 14) 

Convergence of the limit in (2.13) with respect to the 
Volume 1\ is guaranteed inside the Ruelle circle I z I 
<exp(-{3B-l)C{j:n-1, C({3)'=JIRslfij l dSxjj , andB is 
given by the stability condition for the potential cf;, 

(2.15) 

If now we scale the integration variables in (2. 13), 
Yi =yXi , and define ,,'z' =z, fJ' =ys{3 we get 

P (
Yl Y m. S (3) _ .,ms , ( Y . , «') m ,,, •• , ,Y,z, --r Pm Yl, ... , m,Z,f..I, 

" Y , 
(2 0 16) 

where P~ is the distribution function of particles at 
points Yi' interacting via the potential <pCv;), for 
activity z' and inverse temperature !3'. The representa­
tion of P~ as a 1\ limit in the sense of (20 13) is valid, 
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since z lying in the Ruelle circle implies that Iz'l 
< exp(- (3'B' - l)C'(fl'r\ where C'(fl') =' J IRS 1 ilJ 1 dSYii 
= ySC(fl) withf/J = exp[ - fl'I/J(YIJ)] - 1, and B' =Bly gives 
the stability condition for the potential I/Jlike B in (2. 15) 
does for <p. 

Equation (2.12) can now be written as 

f.1.) _ _ w'(Yjz',fl / ) g2\y 1- Pi(z', (3')2 , (2,17) 

with the two-particle cluster function w', generally de­
fined as: 

(2.18) 

The uniform convergence of the integral 

m
S 
~ I g2(~)- 11 dSy 

with respect to y, which is left to be shown in order 
(2.11) to be right, therefore is equivalent to the possi­
bility of choosing for any fixed E E: 0 a Yo independent of 
y, so that for all y, 

where the sum extends over all connected graphs r 
with vertices 1, •.. ,In and the product is over all pairs 
1"" i <j "" m such that i and j are joined by a line in r. 
The above expansion for w' converges uniformly with 
respect to Y1 and Y2 inside the Ruelle circle and may 
therefore be integrated term by term, Integrals over 
the rp:,. functions can be bounded in the following way7.8; 

J m(m-1)s I rp:"(Y1> ... ,Ym) I dSY2· .. dSYm 

"" mm-2 exp[ (m - 2){3'B I JC'(fl,)m-1. (2. 21) 

Since the potential I/J(y) has finite support and all the 
graphs in the representation (2. 20) of rp:,. are connected 
there exists for each Yo > 0 a number 1 (Yo), so that for 
each 1 Y1 - Y21 > Yo the first 1 (Yo) - 1 terms in the sum 
(2.20) for w' (Y1> Y2) are zero. Clearly, 1 (Yo) can be 
chosen to go to infinity if and only if Yo goes to infinity, 
Using (2,20) and (2.21) we then have 

J Iw'(Y) I dSy 
IYI""O 

[z'(1 + 2) exp(fl'B')C'(fl')J ' 
1 ! 

and with9 l! > (II e)', z'C' (fl') = zC(fl}, assuming 1 (Yo) ~ 2 
and z < ~exp(- flB-1)C(fl}-1, 

f I w'(y) I dSy 
1,.1""0 

"" 1.. z2C (13) [2zC ({3) exp({3B + 1) J' ("0) (2. 22) 
ys 1- 2zC(fl) exp(flB + 1) 
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Choosing a suitable Yo, we can make l(yo) so large that 
the right-hand side is smaller than 1/y s E: PL (zfl)2, where 
PL(Z, fl) > 0 is a lower bound to P1 (y, z, fl) in a region 
around y = 0, which exists according to!. (The trivial 
case z = 0 or (3 = 0 is to be excluded, ) With (2, 16) this 
concludes the proof of the criterion (2,19) for uniform 
convergence of the scaled integral on the left of (2, 11'), 
so that the limit and the integral can be commuted and 
(2.10) together with (2.11) is valid. 

We therefore have obtained for z < ~ exp(- {3B - 1) 
xC(fl}-1- which apparently can be improved to z inside 
the Ruelle circle-the result that in the VdWI 

Ssc(k') =.§ [1 + nfl$(k')]-1, (2.23) 
n 

with the corresponding expression for the isothermal 
compressibility, 

(2.24) 

We examine the meaning of these results in the next 
section, 

III. INSTABILITY AND LONG RANGE ORDER 

In the previous section the following results were 
derived in the VdWI: 

e(T, n) = (s/2)k B T+ ~n~(O), (3.1) 

P(T, n) =nk BT + ~n2~(0), (3.2) 

S (k"T n)=-l-[l+n{3~(k')J-l 
se "nkBT ' 

(3,3) 

1 ~ 
H T(T, n) = -k T [1 + nfll/J(O) ]-1 0 

n B 
(3.4) 

Here, the zeroth-order density 17 is given by the KM 
equation, 

n = z • exp[ - {3n~(O) J. (3,5) 

The above equations have been shown to be valid for 
z <zcr or Z inside the Ruelle circle respectively. How­
ever, in the VdWI they are exact and therefore their 
range of validity includes all parts of the thermodynamic 
surface which can be reached by analytic continuation. 
Clearly, this only has meaning in the intersection of the 
range of analytic continuation of all the above equations. 

It is clear that e and p, given by (3.1) and (3,2), are 
entire functions of n for a fixed T, Since I/J(y) is bounded 
and stable we must have $(0) ~ 0 10 and therefore 
KT(T,n) is an analytic function of n for all no#O. This 
last result is somewhat surprising in that the VdWI for 
a hard core plus attractive Kac potential produces a 
divergence in the analytic continuation of the isothermal 
compressibility11 which signifies an instability at the 
spinodal point of the Van der Waals equation. On the 
other hand, we can see that the structure factor (3.3) 
does show an instability for the class of potentials such 
that ¢(k') <0 for some values of k', However, this in­
stability is at some k:nin * O. It is immediately clear that 
Eqs, (3,1), (3.2), and (3.4) do not have any physical 
Significance as analytic continuations in n beyond the 
pOint where (3,3) diverges. This is not to say that they 
have no physical significance beyond this point, but 
only that we cannot infer it from analytic continuation. 

N. Grewe and W. Klein 1737 



                                                                                                                                    

To gain some further insight into the nature of this 
instability we will study the first-order contribution 
hse(Y) to the pair correlation function g2' Its Fourier 
transform, which has been obtained in (2. 9) as a solu­
tion of the integral equation (1. 3b), can be written as 

~ , _ f3~(k') 
hse(k ) - - D(k')' D(k')=1 +v$(k'), v=nf3. (3.6) 

~ is a real-valued, integrable, continuous function 
bounded from below and takes its minimum value at 
some argument k:" ln, (There may be several wave­
numbers k:" ln in which case the following considerations 
can easily be generalized, ) If ~ is nonnegative for all 
k', kse is defined and integrable over the whole range of 
k' for all physical f3 and n, In the case ~(k:"ln) < 0, 
however, there exists some minimum value Vo such that 

For v = Vo the function kse(k') will have a singularity at 
k' = l~:"ln which signals an instability under a periodic 
perturbation with wavenumber k:" ln "* 0, To be specific, 
we consider the case s = 3, where 

l (,) _ _f3_ f ook' . 11 ~(k') ik' 
,lse :} -- 47T2V S IllV I;? D(k') C , 

• _00 

(3,8) 

Since ~'(y) has finite support, ~(k') is an entire function 
of the complex variable 1<' and the zeroes of the function 
D are discrete. 12 Let us assume additionally that the 
integrand in (3,8) has only simple poles in the complex 
k' plane for v'" 1'0, given by D(k') = 0. As an example of 
a potential fulfilling all assumptions one can use 

<b(y)=A8(lv 1- a), A,a' 0. (3.9) 

In this example the condition D(I,') = ° gives 

47Ta [ sinak' ] 
1-vAk"'2 cosak'-~ =0, (3,10) 

which can be solved numerically for complex k'. 

From ~(k') = ~(- k') = ~*(k'*) we know that the zeroes 
of D lie symmetrically to the real and to the complex 
axis and can therefore be labeled as 

kf~"!v=±5±ia,", 5~,a~>O (1-l=0,1,2,···, v=1,2,3,4) 

kfll';v=±i8ji, 8,,>0 (il=O,1,2, •.• , v=1,2,3,4), 

(3.11) 

If all the following sums converge, the integral in (3.8) 
can be performed by applying the theory of residues. 
Defining reduced residues by 

R(4)= 8i5~a~(5~+ia~) ~( ) 
~ D'(o~ +ia,,) if! 15" +ia" , 

(2) _ 2i8j:i ~. 
R" - D'(i8,,) if!(18ji), 

we can write down hse(Y) in the following closed form: 

h (V)=- - 0 --(coso vImR(4)+sino V ReR(4») f3 [ e-a 
"Y 

Se . 41TY" 2oiLa~ 1'. " ~. I' 

+ t exp(- 8" y) ReRt2>]. (3.12) 

With varying v the poles k~(2.4) of D move in the com­
plex k' plane and a part of them will approach the real 
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axis at wavenumber k:" in for v - vo. If, for simplicity, 
there is only a single pair of poles 50 ± iao reaching k:" ln 
and the above sums converge uniformly in y, 13 then we 
have in the neighborhood of vo, 

f3R (4) () 
h ( ) o· k' exp - ao y se Y z_ 8 k' Sin min V --7TY min . ao 

(3.13) 

Since ao - 0, we can see from (3.13) that v approaching 
its critical value Vo implies long range order in It se , 
that is the damping term exp(- aoY) in the first-order 
pair correlation function goes to one. This long range 
order has a characteristic periodicity which has the 
same magnitude as the wavenumber of the instability 
in (3,3), 

We note that as one would expect from other work 
with y expansions, 14 the coefficient of order yS diverges 
coincident with the appearance of long range order. 
This implies that the y expansion derived in I cannot be 
analytically continued past the critical value of f3p, 
i. e" there is a breakdown at vo' To restate the argu­
ment, it is the long range order in the pair correlation 
function to order yS which produces the singularity in 
the structure factor. 

Before interpreting the results of this section, we 
present in the next section a proof that the Kirkwood­
Monroe equation has a bifurcation point at Vo and that a 
periodic solution exists, in which the baSis reciprocal 
lattice vectors have magnitudes k:" ln, 

IV. BIFURCATION OF THE KIRKWOOD-MONROE 
EQUATION AND MINIMUM OF THE FREE ENERGY 

Before discussing the bifurcation of the solutions of 
Eq. (1. 3a) a work should be said about rigor. The re­
sults obtained in Secs. IT and III are rigorous. We wish 
in this section to examine the properties of the KM 
equation for values of f3 and n for which no rigorous 
derivation exists. Nevertheless, an argument does exist 
for the validity of (1. 3a) with one rather plausible, 
however unproven, assumption. This is a result of 
Gates 3 based on a variational principle derived by Gates 
and Penrose, 15 

We will in this section assume that Gates is correct 
and that the solution to the Kirkwood-Monroe equation 
gives the single particle distribution function with the 
corresponding lowest free energy in the VdWl. We will 
show using a theorem proven by KrasnoselskU16 and 
used previously by Weeks, Rice, and Kozak17 and 
Raveche and Stuart18 that the KM equation (1, 3a) has a 
bifurcation point at nf3 = Vo and that the constant solu­
tion of it does not have the lowest free energy at this 
point We also prove that the solution is periodic with 
basis reciprocal lattice vectors with magnitude "mln 

given by (3.7). 

We essentially follow the argument presented by 
Raveche and Stuart. With a particular lattice in mind 
we define a Hilbert space H to be those functions which 
are invariant under the space group of the particular 
lattice chosen. We additionally demand reflection sym­
metry about the origin 

q;(- y) = q;(y), q; EH. (4,1) 
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An inner product can be defined rather simply and it 
can be shown that the operator, defined by the exponent 
of the KM equation 

Pl(Yl)=z· exp[- j3JIRsPl(Y2)1/J(Y12)dsYa], (4,2) 

is compact. 18 To employ the bifurcation theorem of 
Krasnoselskii, which is quoted in the Appendix, we 
must rewrite the integral equation (4,2). To do this we 
define a function p, given by 

Pl(y)=n[1 +p(Y)], (4.3) 

where n is the constant solution of (4,2), Inserting (4,2) 
in (4. 1) gives the following equation for p: 

P(Yl) = exp[ - nj3 J IRS P (Y2)1/J(Y12) dS Y2] - L (4.4) 

This equation now satisfies the conditions of the the­
orem stated in the Appendix. We see immediately that 
(4.4) can only have a bifurcation point in H when the 
linear equation 

(4.5) 

has a nonzero solution in this Hilbert space, It can be 
seen from the arguments in Ref. 18 that (4.4) will have 
a bifurcation point in one, two, and three dimensions 
for pj3=vo, if Vo is defined as the first positive value of 
pj3 =. v such that 

1+v1/J(k')=0 (4.6) 

can be satisfied for k' = I ~In I, where ~In is a basis 
reciprocal lattice vector of the lattice on which the 
Hilbert space H has been defined, 

We note immediately that Vo and k:nln ' defined by 
(4,6), are the same values of these variables at which 
the instability, obtained in Sec, II, occurs, By employ­
ing the above mentioned variational method of Gates3 

one can show that the constant solution n of (4,2) is no 
longer the one with the lowest free energy, 

To sum up the results of this section: We have shown 
that at pj3 = Vo the KM equation has a bifurcation point. 
The nonconstant part of the solution that appears at vo 
is periodic with a reciprocal lattice vector ~in' These 
values of vo and I ~In I are the same as those calculated 
for the instability in Sec. II. 

V. UNIQUENESS OF SOLUTIONS OF THE KIRKWOOD­
MONROE EQUATION AND NONEXISTENCE OF A 
COEXISTENCE REGION 

In this section only potentials are considered which 
in addition to all previous conditions are nonnegative. 
We prove a theorem which determines a region of uni­
queness of the solution of the KM equation. We also 
prove that at no value of the activity z can we have solu­
tions which are nontrivial linear combinations of a con­
stant solution n and a nonconstant solution m (Y), both at 
this same value z. This indicates that the KM equation 
does not have a coexistence region in the usual sense, 

First we show that the solution of the Kirkwood­
Monroe equation (1. 3a) is unique in the space of real 
functions if 0 "" nj3~(O) < 1 19 and is therefore identical 
to the constant solution which exists everywhere. An 
examination of (L 3a) immediately reveals that nsc (Yl) 
?- ° for all Yl. That in turn implies that nsc (Yl) ""z, 
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since 1/J(Y12) here is a positive definite function. The 
process of inserting lower and upper bounds in (1. 3a) 
to obtain new upper and lower bounds for nsc (Y1) can be 
continued to generate two sequences, one for the upper 
bound and one for the lower. If the iteration procedure 
approaches a fixed point then the two sequences must 
converge to the same limit and the solution of (1. 3a) is 
a unique constant. 

In order to show that for 0 "" nj3~(O) < 1 there is a 
unique fixed point we introduce dimensionless variables 
n:= nj3~(O) and z =.z j3~(0) and define functions! and g by 

!(x)=ze-\ g(X) =!(f(X) , XER (5.1) 

We will prove now that any sequence, recursively de­
fined by 

approaches a unique fixed point X * E [0, z] of g for 
z < e. Then it is clear that the sequence X~ = 0, X~ 
= !(X~_1) (J.l = 1,2,3, ... ) will also approach X *, since 
this is true for both of the subsequences {X2v}:.O and 
{X2v+1};.0 and that !(X *) = X *. The above condition z < e 
is easily seen from the KM equation z = nen to be ful­
filled if n < 1. This completes the proof, 

A sufficient condition for any sequence (5.2) ap­
proaching a unique fixed point X * of g is that z?- g(X) 
?- 0 and Ig' (X) I "" A < 1 for all z?- X?- O. The first in­
equality is trivial, since clearly z?- !(X) ?- ° for z?- X?- 0. 
With!' (X) = - !(X) we have 

g'(X) =!(X) ·g(x), g"(X) =!(x)g(x)(f(x) - 1]. (5,3) 

Since for z?- X?- 0, clearly!(X) and g(X) are greater than 
zero, Ig' I takes its maximum value either at X = 0 or at 
X = z or at \, where !(X) = 1. But Ig' (0) I, Ig' (z) I "" z2e-i 
"" 4e-2 < 1 and g' (X) = ze-1, which finally gives the above 
stated condition z < e. 

The last thing we will show in this section is that the 
KM equation cannot have a solution of the form 

nsc(y)=an+bm(y), a+b=1, b*0,1, 

where n is a constant solution, In a nonconstant solu­
tion, both for the same value of z, at which one might 
expect a coexistence region. Inserting (504) into (L 3a) 
and using that nand m themselves are solutions of that 
equation, gives 

and since a + b = 1 we have 

an + bm (y) = nam (y)b. 

Because the potential is nonnegative, any solution of 
the KM equation is bounded and hence continuous, 
Therefore, we can find a Yo with m(yo) > 0, so that 
m(y) * m(yo) in the neighborhood of Yo. Then we get, by 
subtracting equation (5.5) for y = Yo and y = Yo + A.y 
from one another, 

n
b
a 

= m(yo)b-1, [1- m(yo + A.y) b](1_ m(yo + A.Y)) -1, 
m(yo) m(yo) 

Since in the limit A.y - 0 the right-hand side goes to 
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bm (Yo)o-1 it follows that n-a = m(yo)o-1 for b * O. Repeat­
ing the argument for some different Yo in the neighbor­
hood of Yo, giving a different value of m, we have a 
contradiction for 0 * b * 1. In the next section we dis­
cuss the significance of this result. 

VI. RESULTS AND CONCLUSIONS 

Our main results are that for the potentials we have 
stipulated, there exists an instability in the system in 
the V dWl at n(3 = Vo which is due to fluctuations of wave 
vectors with a magnitude k:"ln * O. This instability is 
shown to be connected with the onset of a type of long 
range order. Furthermore, we showed that the solu­
tions of the KM equation bifurcated in a specially chosen 
Hilbert space at p(3 = Vo and that the nonconstant solu­
tion that appeared at this point had a reciprocal lattice 
vector with a magnitude k:"ln' We also showed that the 
KM equation does not admit a solution of the usual co­
existence form. All of these above results were ob­
tained rigorously. 

These results seem to indicate that the systems dealt 
with here have a phase transition (perhaps first order) 
with a fluid isotherm that ends at a point of instability, 
The instability is to fluctuations of a wavenumber k:,.ln 
* 0 which is also the magnitude of a reciprocal lattice 
vector of the solid which is presumably stable at this 
activity and temperature. The results also seem to 
indicate that this system will have no coexistence 
region. 

The above results are not only interesting as prop­
erties of a mean field model arrived at rigorously but 
they also bear a striking similarity to results obtained 
for hard sphere fluids. Of particular interest in this 
context is the result of Raveche and Stuart18 who showed 
that an equation quite similar in form to (4.4) has a 
bifurcation at the end of the fluid branch. We show in a 
subsequent paper that the hard sphere system also has 
an instability at this point in analogy to the VdWI case. 
We also note that the mean field model for these poten­
tials also predicts the absence of divergences in the 
thermodynamic quantities such as K T' This is also 
found for hard spheres. 20 The nonexistence of a co­
existence region in the VdWl is of some interest in 
light of the above similarity between the hard sphere 
and mean field repulsive potential cases. We merely 
note that a coexistence region, i. e., Maxwell con­
struction, is found in the hard core plus attractive 
Kac potential case. 11 
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APPENDIX 

For the sake of completeness we state a theorem of 
Krasnoselskiil6 : 

Let A be a completely continuous operator having a 
Frechet derivative B at the point 0 and satisfying AO 
= O. Then each characteristic value of odd multiplicity 
of the linear operator B is a bifurcation point of the 
operator A. 
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A detailed classification is made of orthogonal coordinate systems for which the wave equation 
til" -<l3til = 0 admits an R-separable solution. Only those coordinate systems are given which are not 
conformally equivalent to coordinate systems that have been found in previous articles. We find 106 new 
coordinates to give a total of 367 conformally inequivalent orthogonal coordinates for which the wave 
equation admits an R -separation of variables. 

INTRODUCTION 

In this article we continue our investigation of the 
orthogonal R-separable coordinate systems for which 
the wave equation in space-time, 

admits an R-separation of variableso 1-4 In a previous 
article4 we have studied coordinate systems for which 
the Klein-Gordon equation 

(**) 

admits a separation of variables. Such coordinate sys­
tems also admit a separation of variables for the wave 
equation (*) 0 In Paper 4 of this series we found 261 con­
formally inequivalent coordinate systems of this type, 
It is the purpose of this article to find coordinate sys­
tems for which (*) admits a strictly R-separable solu­
tion. By this we mean those coordinate systems for 
which (*) admits an R-separable solution and for which 
there is no conformally equivalent coordinate system 
such that (*) is simply separableo As with the treatment 
of the wave equation in two space dimensions, 5 we clas­
sify the different types of orthogonal coordinate systems 
whose coordinate curves are cyclides or their degen­
erate forms, 

The content of the article is arranged as follows. In 
Sec. I we discuss the relevant details concerning co­
ordinate systems whose coordinate curves are cyclides 
of most general type This is a development of the 
methods in the fundamental book by Bacher. S Also in 
this section we give the various differential forms cor­
responding to the coordinate systems of interest. In 
Sec. II we present the coordinate systems together with 
the corresponding separation equations and triplet of 
mutually commuting operators {L1' L 2, L 3} which de­
scribe each such system. 

I. R-SEPARABLE DIFFERENTIAL FORMS FOR THE 
WAVE EQUATION 

Here we classify orthogonal differential forms for 
which the wave equation (*) admits a strictly "R-sepa­
rable" separation of variables. We recall that if ib is a 
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solution of (*) which is R-separable in terms of some 
new coordinates xi (i = 1,2,3,4), then J! can be written 
in the form 

(1. 1) 

where the equation for the function ~6 is such that it ad­
mits a separation of variables. The factor expQ is 
called the modulation function and has a definite form 
for each R-separable coordinate system. In addition no 
part of the function Q should contain the sum of functions 
fi of only one of the variables Xi For a strict R-sepa­
rable system the modulation function Q should not be 
zero, In a previous article5 where we treated the wave 
equation in two space variables, it was shown that only 
cyclidic coordinate systems whose coordinate surfaces 
were degenerate forms of confocal cyclides of the most 
general type were strictly R-separable. All remaining 
cylidic R-separable coordinate systems could be trans­
formed into coordinate systems for which the Klein 
Gordon equation (a tt - ll.2)1' 0:= A4' also admits a separa­
tion of variables. This was done by a suitable trans­
formation of the 0(3, 2) conformal symmetry group of 
(a tt - ll.2)1~ = O. The same situation holds in the case of 
three spatial dimensions, and it is accordingly the pur­
pose of this section to discuss confocal families of cy­
clides of general type and their degenerate forms. We 
now briefly outline the properties of cyclides of this 
type and refer the reader for details to our previous 
article5 and the book by Bacher. S Families of confocal 
cyclides have their natural setting in a six-dimensional 
projective space. Elements of this space are specified 
by six homogeneous coordinates 1'1: "2 :\'3 : .1'4: .\'5: .l's, 
which are not all simultaneously zero and which are 
connected by the relation 

(1. 2) 

The space-time coordinates are related to the homo­
geneous coordinates via the relations 

Y1 = i (p 2 _ q 2 _ y2 _ 82 + ",2), 

Y2=p2_ q2_ r- 8 2 _ /{.'2, 

Y3 = 2pu}, Y4 = 2iqu', (1. 3) 

Y5=2iyw, Ys=2i8W, 
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where t=p/w, x=q/w, y=r/w, z=s/w. A cyclide is 
then defined as the locus of points lying on the quadric 
surface 

6 

<I> = £ a1jYIYj=O 
iJ=l 

with alj =ajj and det(aiJ) *0. The classification of cy­
clides under the group of orthogonal transformations 
which preserves the form 

6 
'\' 2 
LJ YI 
i =1 

is then the problem of classifying the intersections of 
two quadratic forms in six-dimensional projective 
space. This is performed by the method of elementary 
divisors applied to the two quadratic forms. (For the 
details of this classification see Refs. 5,6)0 

The equation describing the most general family of 
confocal cyclides in this six-dimensional projective 
space is 

~ YI
2 ~ 2 LJ-,--=O, .0Yi =0. 

i=l,,-e l 1=1 
(1. 4) 

Here \ is one of the new curvilinear coordinates and 
e l * e j , if i * j (i,j = 1, ... ,6). If we choose an ortho­
gonal coordinate system in space-time whose coordi­
nate surfaces have equations of the type (1. 4), then the 
line element in terms of these new coordinates becomes 

d 2 _ 1 [>1, (Xi - Xj)(X j - Xk)(X I - Xl) d ~ 
S --;;-=::I !...J ( ) XI 

4(JW 1=1 j Xi 
(1. 5) 

where 

The coordinates Y i are related to the curvilinear coor­
dinates XI via the equations 

(1.6) 

where ¢(\)=O]=l(\-Xj ). If we write the solution if! of 
the wave equation as 

(1. 7) 

then <I> satisfies the differential equation 

B.4 [(---.-!-( .) aa
2

,<I>.2\ + 3Xj <I>1 _ 2(t e~ <I> = 0, 
J =1 ¢ X J Z J i} j , =1 i} 

(1. 8) 

where 2dv j = dx JJ j{x jlo This equation admits separable 
solutions for the function <I>, i. e. , 

4 
<I> = 0 Ej(x). 

j=l 

Each of the functions E j satisfies the differential 
equation 

We now proceed to classify coordinate systems of this 
type by considering the expression inside the square 
brackets in (1. 5) and finding out what ranges of the co­
ordinates XI permit this differential form to have over-
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all negative signature. We must also consider degen­
erate forms of these general coordinate systems which 
result when some of the e i become equal. In addition 
we should mention that two confocal families of cyclides 
of type (1.4) are equivalent under the action of real 
linear transformations of the coordinates Yi which pre­
serve the quantity L ~=1 Y / if their parameters ei , e;' 
and coordinates XI, x;' are related by the equations 

ax;' + {3 x - -'0----7 
i - YX;' + 0 ' 

where a, {3, Y, 0 E. R and GO - {3y* O. 

(1. 10) 

We now give the classification of the strictly R­
separable coordinate systems, in particular the differ­
ential forms. 

[1] The first type of differential form corresponds to 
R-separable coordinate systems of the type (1. 6) for 
which all the e l are real. In addition the relations (1. 10) 
can be used to standardize these quantities so that e1 
=00, e2 =a, e3 =b, e4=c, 1'5=1, 1"6=0 with a'='b">c 
"> 1. The differential form then becomes 

dS 2 =(-Y.l2)[t (Xi-,\)(X\-;k)(XI-Xl)dXi2] (1.11) 
4ll i=l Iz XI 

where h(x)=(x-a)(x-b)(x-c)(x-1)xo The ranges of 
variation of the variables Xi are 

(1. 12) 

Xl > a >. iJ > X 2 -. C -. X3 > x4 > 00 

[2] The differential forms of this type are as in (1. 11) 
but with b = a* = a - i{3, a, {3 E. R. The ranges of variation 
of the variables Xi are 

(1. 13) 

[3] In this case the quantities e i can be taken to be 

e1=00, e2*=c3 =Y+iO, 

1'4 = 1"5 = a + i{3, 1'6 = 0, a, {3, Y, 0 E R. 

The differential form is given as in (1. 11) with 

h(x) = [(x _ y)2 + 02][ (x _ a)2 + {32]X. 

The ranges of variation of the variables X i are then 

(1. 14) 

The simplest types of degenerate differential forms 
corresponding to cyclides of general type (L 4) are ob­
tained by allowing pairs of the quantities e l to become 
equal. This is achieved by the prescription given by 
Bacher,6 e. g" if e1 and e2 become equal then they do 
so according to the prescription 

(1. 15) 

where E is a first order quantity. With this substitution 
and the subsequent use of the relations (L 10) to take 
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e2 =00, the differential form becomes 

d8 2=(_ (Y1
2

+Y2
2») 

4w4 

[ 
dX1'z ~'(Xi-Xj)(Xi-Xk)d .z~ (1.16) 

x '(' ) - L...J () x,, 
Xl Xl - 1 i=Z h Xi 

where h(x) = (x - a)(x - b)(x - c)(x - d). If we make the 
same substitution in (1. 6) relating the coordinates y/, 
we obtain 

Z (xz-es)(xs-eS)(x4-eS) 
.1'3 = (es - ('4)(eS - eS)(e3 - e6 )' 

Z (XZ - e4) (X3 - e4 )(x4 - e4) 
Y4 = (e4 - e3) (e4 - e5) (e4 - e6 ) , 

Z (XZ - es) (x3 - es) (x4 - e5) 

."s ) ( (es - ('3)(e S - ('4 ('5 - e6) , 

Z (XZ - e6)(x3 - ('6)(X4 - ( 6) 

)'6 = «('6 - ('3)(e6 - ('4)(rS - ('s)' 

(1. 17) 

In addition we note that the coordinate surface for the 
coordinate Xl' has the equation 

Y1 2/(X1' -1) +:1'22
/.\/ =0. (1. 18) 

From the form of the coordinates in (1. 6) we see that 
the real linear transformations which preserve the 
quantity :zt1 1'i2 form a group isomorphic to 0(4, 2). In 
fact the representation of a point in space-time by the 
six coordinates is such that the generators Lii = )'/o,j 
- :VioYi are directly related to the canonical generators 
of the conformal symmetry group of the wave equation. S 

More specifically we have the relations 

L12 = HKo - Po), L 13 = (i/2)(K1 - P1), L14 = (i/2)(K2 - P 2), 

L 1S =(i/2)(K3-P3), L16 =iD, L 23 =iN1, L 24 =iN2, 

L 2S =iN3, L 26 = (i/2)(P o +Ko), L 34 =M3, L3S=M2J 

L 36 =-i(P1+K1), L4S=M1' L 46 =-HP2+K2), 

(1. 19) 

Here we have used the notation of Refs. 3 and 4 for the 
generators of the conformal symmetry groupo 

Taking note of these relations, we see that coordi­
nate systems of the type given by (1. 17) correspond to 
the diagonalization of the generator L12 =)'1 0Y2 - ~'2aY1' 
This generator may correspond to a rotation or a hyper­
bolic rotation in pentaspherical space. If a hyperbolic 
rotation, we may always use an 0{4, 2) group motion 
to ensure that L12 = D. The resulting coordinate system 
in space-time is then equivalent to one of the radial 
coordinate systems discussed in reference 4. According­
ly in classifying differential forms of type (1. 16) we 
need only consider those for which 0 < Xl' < 1. 

[4J If we choose a~h ~c=l 'd=O then we have the 
possibilities 

1743 

a"> .'1'2'> b > .'1'3> 1 '.'1'4 ' 0, 

x2> a '.'1'3> b > 1 '> x4 '0; b > x 2 "> 1 > X3, x4 > 0; 

.'1'2, x3, .'1'4 "> a; b ' . .'1'2' .'1'3' .'1'4 > 1; 0> .'1'2' x3, X4, 
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b>x3,x4 >1, 0>X3,X4, b>x3>1>0>x4; 

b > X2, Xs > 1 > 0> X4; b > Xl > 1 > 0 > X3, x4; 

a> x z, X3 > b; b"> X4 > 1, 0> X4; 

a> Xz > b > 1 > X3 > 0 > x4 • 

[5] Ifa=b*=a+i{3, a,{3ERandc=1, d=O, then we 
have the possibilities 

Xz, .'1'3' .'1'4 > 1; xz, X3 > 1 > 0 > .'1'4; 

XZ>1>X3,X4 >0. 

(1. 21) 

[6] If we have a=b* as above and c=d* =Y+io, Y,O 
E R then the variables Xl' xs, X4 can be any real numbers. 

If in addition we allow es and e4 to become equal ac­
cording to the prescription of Bacher, 6 

(1. 22) 

The differential form is then 

12- (- (\'1
2

+)'Z2») [ dx1 'z 
(8 - 4wr- X

1
'{X

1
'-1) 

(e4 - .'1'3)('4 - .'1'4) dx2 '2 
+ (e4 - ('S)(p4 - ('6) x 2'(1- xz') 

. ( dxs 
2 

dX/)] + (.\4 - .'1'3) ph) - P{x
4
) , (1,23) 

where P{x) = (x - e4)(x - es)(x - es). For all such differ­
e~tial forms 0 < .'1'2' < 1. Differential forms of this type 
fall into classes in which the quantities e4 , es, e6 can be 
chosen as 0, 1, or a. 

[7]('4=0, es =l, es=a; a'·1. 

The variables xs, .'14 vary in the ranges: 

0<x3<1<x4<a; 1<x3<a<x4; x3<0<1<x4 <a. 

(1. 24) 

Now by the usual prescription, the differential form 
becomes, with e4 = 1 and es = 0, 

d _(-tV1
z

+Y2
2»)[ dX1'Z (10) dxz'z 

s - 4 " + - "4' , 4w Xl (Xl -1) .'1'2 (1-.'1'2) 

dX3'2 dX/] 
+ x4 '( , + . 

.'1'3 1 - Xs) .'1'4(1 - x4) 
(1. 26) 

There is only one differential form of this type. 

[9] For this case all the variables x;' (i ,= 1,2,3), x4 
lie in the interval [0, 1]. 

A further class of differential forms can be obtained 
by taking 

('4=e6+aE, eS =e6 +E, x i =e6+Ex;', i=3,4. 

(1. 27) 
If we also put e6 = 00 in the resulting differential form 
we obtain 

d8=f-(Y4
z

+YS
2

+Y6
Z») [(X -X)( dX1Z_ dX/) 

'\ 4w2 Z 1 P(X1) P(Xz) 

, , (dx3'2 dX/2)] 
+ (X3 - .'1'4 ) \Q(Xs ') - Q(x/) , (1. 28) 
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where P(x) = (x - el)(x - e:J (x - es) and Q(x) = (x - a) 
x (x - l)x. This differential form corresponds to the re­
ductions 0(4,2):=1 0(3)0 0(2, 1) and 0(4,2):=1 0(2,1) 
o 0(2, 1) when expressed in elliptic coordinates in the 
case of the two reductions 0(3):=1 Land 0(2, 1):=1 L'. 
Here Land L' are second order symmetric operators 
in the enveloping algebras of 0(3) and 0(2,1), 
respectively. 

With the exception of the reduction 0(2, 1)::J 0(1, 1), 
which can be conformally transformed into a radial sys­
tem, we can in principle write down all the differential 
forms corresponding to the reductions of type 0(4,2) 
:=1 0(3)0 0(2, 1) and 0(4,2):=1 0(2, 1)00(2,1) by consider­
ing degenerate forms of the differential form (1. 28), 
but we do not do this here. 

The remaining distinct type of differential form of 
interest in this section is obtained by taking x2 = e6 

+ E'Xz' and e3 = e6 + E' subsequent to the substitutions 
(1. 27) and then allowing e6 - co. We then obtain the dif­
ferential form 

d 2_ ((v3
2

+Y42+Y5
2

+Y6Z)) [dX1
2 dXz'2 

S - \: 4w4 Xl (1- Xl) + xz'(xz' - 1) 

'.' , f. dx3'z dX4'Z)] + Xz (x3 - x4 ) \Q(x
3 
') - Q(x

4
'). (1. 29) 

[10] In each class we have 0 < Xl < 1, 0 < x 2' < 1. The 
remaining variables vary in the ranges 

0< x 3 ' < 1 < x4 ' < a; 1 < x 3 ' < a < x4 '; 

x/<O<l<a<x/; X 3'<0<X4 '<1. 

[11] A further dEferential form can be obtained 
from taking the limits a = 1 + E", x 3 ' = 1 + E"X3 If. This 
gives one new differential form 

ds 2 =(- (y/+y/t Y32 +y/)\ [ dX12 

\ 4w "/ Xl (1- Xl) 

+ X/1:44:~ 1))] (1. 30) 

where all the variables lie between 0 and 1. 

We have shown in this section how to get orthogonal 
coordinate systems by various limiting procedures ap­
plied to coordinate systems of the most general cyclidic 
type. We have as yet not fully understood in what sense 
these procedures are complete. 

II. R-SEPARABLE COORDINATES FOR THE WAVE 
EQUATION 

In this section we give the coordinate systems cor­
responding to the differential forms in section I together 
with the separation equations. We also present the trip­
let L1 , L z, L3 of mutually commuting second order sym­
metric operators in the enveloping algebra of 0(4, 2) 
whose eigenvalues are the separation constants for each 
coordinate system presented. We tabulate the coordi­
nate systems of interest starting with the most general 
real cyclidic type. 
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Coordinate systems of Class I 

(1)-(5): (a) A suitable choice of coordinates is 

t =1. [_ (Xl - a)(xz - 0)(x3 - a)(x4 - 0)] 1 /2 

R (a-b)(a-c)(a-l)a ' 

x _.!. [(X1 - b)(x2 - b)(X3 - b)(x4 - b)J 1/2 

" - R (h - a)(b - c)(b - l)b ' 

v _.!. [(Xl - c) (X2 - c) (X3 - c)(X4 - C)J 1 /2 
. - R (c - a)(c - b)(e - 1)c , 

z _.!. [(X1 -1)(X2 -1)(X3 -1)(x4 -l)J l/z 
'-R (1-a)(1-b)(1-c) , 

where R = (1 + [Xl-~2:~X4J 1/2). 

(2.1) 

The solution of the wave equation then assumes the form 
zp=R¢, where ¢ =nL1Ei(Xi) typically. The separation 
equations for the functions Ei are 

d
2
E. 1( 1 1 1 1 1)dE j 
~+- ---+--+--+--+- -
dx j 2 x j - a x j - b x j - c x j - 1 X j dx j 

(- 2xj
3 + 11X/ + 12xj + 13) E. _ 0 (2.2) 

+ 4(x j - a)(x j - b)(x j - c)(x j _ 1)x j J - • 

The operators Li whose eigenvalues Ii are the separa­
tion constants are 

Ll = ~(a + h + c)(Pa + Ka)Z + Ha + b + 1)(Pz + Kz)Z 

+}(a + C + 1)(P1 + Kl)2 -1 (b + c + 1)(Po +Ko)2 

+ (a + b)M1
Z + (a + C)M2

2 - (b + c)1'13
2 

- (c + 1)1'11
2 - (b + 1)1'1/ + (a + 1)Ma2

, 

L z = Hac + be + ab)(P3 +Ka)2 

+ (ab + a + b)(Pz + K z)2 + t(ac + (/ + c)(p1 + K1 )Z 

- Hbc + b + c)(Po + Ko)Z + abM12 

+ aeM2
2 

- bc1'1/ - c1'11
z - b1'1z

z + aA132, 

L3 = - tabc(P3 + K3)Z - tab(Pz + K z)2 

- }ac(P1 + K1)2 + tbc(P o + Ko)z. 

The coordinates Xi vary in the ranges 
Xl '. a "> b " X Z ~ C '. X3 ~. 1 ~ x 4 ~ O. 

(2.3) 

There are four more coordinate systems of this type. 
We list below the complex transformation of the space 
time coordinates which relates the coordinates of type 
(a) to the new system, together with the new ranges of 
variation of the coordinates Xi' The separation equations 
for the Elx j ) are the same in each case and the basis 
defining operators can be obtained by the substitution 
given. We now list the possibilities: 

(b) (t, x, y, z) - (iz, x, 1', it), 

(c) (t, X, 1', z) - (x, t, iy, iz), 

(d) (t, x, .1', z) - (it, ix, iV, iz), 

Xl, X Z :> a "> b :> x 3 -. C -. X 4 " 1. 

(e) (t, x,)" z) - (t, ix, :V, iz), 
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(6)-(7) A suitable choice of coordinates is 

.t 1 [2(X1 - a)(x 2 - a)(x3 - a)(x4 - a)J liz 
X+Z --- R (a- b)(a- c)(a-1)a ' 

v _~ f(Xl - C)(X2 - C)(X3 - C)(X4 - C)] liz 
. - R l (C - a)(c - b)(c - 1)c , 

z _~ [(Xl - l)(xz - 1)(x3 - 1)(x4 - 1)Jl/2 
-R (l-a)(1-b)(l-c) , 

where R= [1 + (X1XZx3x4/abc)1/2] and a =b* = a+if3, 
a, f3 E JR. 

(2.4) 

The solution of the wave equation has the form Ij!=ReJ>, 
where each of the Ej satisfy Eq. (2.2). The operators 
whose eigenvalues are the separation constants are 

L1 = H2O' + c)(P3 + K3)Z + H2O' + 1)(P2 + K2)2 

+ 2aM1
2 + H 0'+ c + 1)[ (P1 + K1)Z - (Po +Ko)Z] 

- (f3/4){(P o+Ko,P1 +K1} + (a+c)(M2Z- N3Z) 

+ i3{N3, M3} + (a + 1)(M32 - N/) 

+ i3{Nz, M3} - (c + 1)N2
2, 

L2 = - H2ac + 0'2 + f3 Z)(P3 + K3)2 

_ H2O' + 0'2 + (32){P2 +K2)2 

- (0'2 +!32)M/+ Hac + a+c)[(Po+Ko)2 

- (P1 +K1)2] + tf3(c + 1){P1 +K1' Po +Ko} 

+ ac(N/ - M22) - ci3{M2, NJ + cNlz 

+ a(N2
2 - M3 2

) - i3{M3' N~}, 

L3 = - Ha2 + (32)[c(P3 + Ka)2 + (Pz +Kz)2] 

+ (ac/4)[(Po +KO)2_ (Pl +K1)2] 

(2.5) 

- (c!3/4j{P1 + K l , Po + K o}, where {A, B} =AB + BA. 

The coordinates Xi can vary in the ranges 

(a) xl, X2 > C > X3 > 1 ~ x4 > O. 

(b) (t, x, y, z) - (it, ix, iy, iz), 

where xl> X2, X3 '. C ~X4 > 1 ~ o. 
(8) A suitable choice of coordinates is 

t + iv = [2(X1 - c)(x2 - c)(x3 - c)(x4 - C)] l/2/R . (c-a)(c-b)(c-d)c , 

x = 1m [2 (Xl - a)(x2 - a)(x3 - a)(x4 - a)J l/2/ R (2.6) 
(a - b)(a - c)(a - d)a ' 

z = [- X1xzX3x4/abcd]1/2 /R, 

where 

R = 1 + Re [_ 2(xl - a)(x2 - a)(x3 - a)(x4 - a)] 1/2 
(a - b)(a - c)(a - d)a 

and (J=b* = 0'+ if3, c =d* = y+io, a, f3, y, OE R. 

The solution of the wave equation has the form Ij! 
=ReJ>, where each of the E j satisfy the equation 

d
2
Ej + 1 (1 1 1 1 1)~ 

dx/ 2' Xj - a + Xj - b + xi - C + Xi - d + Xj dXj 

(- 2x/ +llX/+lzXi +l3) 
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The operators whose eigenvalues are the separation 
constants are 

+ (2y+ a)[M22- i(P3 - Ky] 

+1{3{M2, P 3 - K3} + h(Po- KO)2- 2 aN/ 
+ (a + f3m(P o _KO)2 - Hpz - K2)2 +M32 - N12] 

+ ~{3{Nl' Po - Ko} + io{Po-Ko, P 2 - KJ 
- o{Nt. M3} - (j3/2j{M3, P 2 - KJ, 

L 2= (0'2 + f32 + 2ay)(lv32- M12) - 2ao{M1N3} 

+ (y + 02 + 2ay)[HP3 - K3)2 - M/]- yi3{M2' P 3 - K3} 

+ (0'2 + (32)N2
2 + Hy + 62)(Pl - K1)2 

+ ay[i(P2-Kz)2-Hpo-Ko)2+N/-M32] 

- (yf3/2){Po - Ko, N1} - (a6/4){P o - Ko, P 2 - K2} 

- (j36/2j{M3,Po-Ko}- (j36/2){Nl ,P2-K2} 

+ ao{Nl , M3} + (yj3/2){P 2 - K2, M3}, 

L3 = (0'2 + (32)[ Y(N3
2 - M12) - 6{N3, M l }] + (y + /)2) 

X [a(i(P3 - K3)2 - M22) - (f3/2){P3 - K3, M2}]. 

(2.8) 

The variables Xi can vary in the ranges Xl> 0 > X 2, X 3, x4 

and Xl, X 2, X3 > 0 > X 4 • 

Coordinate systems of Class II 

These are the coordinate systems in which the opera­
tor 1 (p 0 - K 0) is diagonal. 

As has been discussed in Ref. 3, the R-separable 
solutions of (*) then have the form Ij!= (Yo - coslj!) 
Xexp[i(2F+1)1j!)cI>(Yo, Yl , Y 2, Y3 ), where Y o

2 +y12+y/ 
+ y 3

2 = 1 and the space-time coordinates are given by 

sinlj! 
, x 

Yo-coslj! 
Yl 

Yo-coslj!' 

Y 2 Y3 Y z 
Yo-coslj!' Yo-coslj!' 

(2.9) 

i(2F + 1) is the eigenvalue of the operator i(p 0 - K o), 
and F is a positive integer or half-integer. The function 
eJ> satisfies the equation 

(rf2 + rf3 + rf4 + r~3 + r~4 + r~4)eJ> = - 4F(F + 1)eJ>, 

(2.10) 

where r12=-~(P1 +K1), r13=-Hp2+K2), r 14 =-Hp3 
+K3), r 23 =M3, r24=-M2' and r 34 =M1. Here we are 
using the notation of ReL 3. The problem of separation 
of variables for coordinate systems in which Hpo-Ko) 
is diagonal reduces to the problem of separation of vari­
ables on the three-dimensional sphere S3 in 4-space. 
Acting on the functions eJ>, the operators given above 
have the form 

r 12 =yoo1 - Ylo O, r 13 =yoo2- y 200, 

(2. 11) 

r 24 =y1 03 - Y 3 0l , r 34 =y2 03 - Y 3 02 • 

This problem has been solved by Olevski7 and the six 
coordinate systems on S3 for which (2.10) admits sepa­
ration of variables have recently been investigated. 8 
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In the interest of completeness we give here the six 
coordinate systems, the separation equations, the op­
erators describing the separation, and some comment 
on the actual solutions. 

(9) Ellipsoidal coordinates: A suitable choice of co­
ordinates is 

Y z __ (Xl - a)(xz - a)(x3 - a) 
o - (b _ a)(l - ala ' 

y z (Xl - b)(xz - b)(x3 - b) 
1 = - (a _ b)(l- b)b ' 

(2.12) 
Y z _ (Xl - l)(xz - 1)(x3 - 1) 

z - - (a _ l)(b _ 1) , 

where 0 < X3 < 1 < Xz < b < Xl < a. The separation equations 
for <P = E1 (Xl) Ez(xz) E3 (x3) have the form 

dEI+.!.[_l_+_l_+_l_+l.] dEl 
dXj 2 Xi - a Xj - b XI - 1 Xi dXi 

[4F(F+1)x jz +l1Xj+lz] E·-O 
+ 4(xi - a)(x j - b)(x j - l)Xi • - . 

(2.13) 

The operators whose eigenvalues are the separation 
constants II and lz are 

L1= Hp1 +K1)z+tb(Pz+Kz)z+Hb+1)(P3+K3)Z 

+ aM/+ (a + l)Mz
Z

- (a +b)M1
Z, 

L z = ib(P3 + K3)Z - aMz
z - abM1

z. 

(10) Elliptic cylindrical coordinates oj Type I: A 
suitable choice of coordinates is 

YO=vx1xZ/a coscp, Y1=vlx1xZ/asincp, 

where 0 < Xl < 1 < Xz < a. 

(2.14) 

(2.15) 

The separation equations have the form for <P = E1 (Xl) 
x Ez(xz)A(cp): 

d
2
Ej 1 [1 1 2J dEl -.:1::2+- --+--+- -

dXj 2 Xi - a Xi - 1 Xi dX I 

+ [4F(F + l)xi
Z + llXI t [z] E, = 0 

(x j - a)(x/ - l)x j • 

where i = 1, 2, 

dZA 
a~+l0=0. 

The operators whose eigenvalues are the separation 
constants II and lz are 

L1 =M/ + Hpz +Kz)Z + a[MzZ +Hps +K3)2] 

+ Ha + 1)(P1 + K 1)Z, 

L z = - ta(P1 + K1)Z; 

(2.17) 

an alternative choice of coordinates is obtained by taking 
Xl = snZ(pt. k) and Xz = (l/kZ) dnZ(pz, k') where a = l/kz. 
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We then have that 

Yo = snP1 dnpz coscp, 

Y1 = snP1 dnpz sincp, 

)'z = dnP1 snpz, 

)'3 = cnP1 cnpz. 

(2.18) 

where 0", P1 <- 2K and - K' < Pz < K'. [Note: sn(z, k) is a 
Jacobi elliptic function. ] In terms of these coordinates 
the solution for <P has the form 

<P = (snP1 dnPz)m K~~(dllPz) 

XKPS(k ) rcosmcp 
Fn SllP1 Lsinmcp (2.19) 

Here K~~(z) is an associated Lame polynomial as de­
fined in Ref. 8. 

(11) Elliptic cylindrical coordinates oj Type II: A 
suitable choice of coordinates is 

Yo = vi (Xl - l)(xz - 1)/(1- a) coscp, 

Y1 = vi (Xl - l)(xz - 1) /(1- a) sincp, 

y 2 =,j x1 xzla, 
(2.20) 

where 0 < Xl < 1 < x 2 < a. 

The separation equations have the form q, = E1 (Xl) 
x Ez(xz)A(cp): 

d
2
EI 1 [1 2 1] dEl 
~+- --+--+- -
dx/ 2 XI - a XI - 1 XI dx/ 

[4F(F+1)x/+l1x I +Z zl E -0 
+ 4(x/ - a)(xi - 1)2x/ 1-

(2.21) 

where i = 1, 2, 

The operators whose eigenvalues are the separation 
constants II and lz are 

L1 = M 1
z + t(a - 1)(P1 + K1)2 + a(M3 2 + t(P2 + K2)2), 

(2.22) 

L2 = H1- a)(P1 +K1)Z. 

These coordinates can also be written in terms of 
Jacobi elliptic functions by the same substitution as 
used for system 10. We then obtain 

Yo = cnP1 cnpzcoscp, 

Y1 =cnP1 cnPzsincp, 

Ys = snP1 dnpz, 
(2.23) 

Y4 = dnP1 snpz. 

In terms of these coordinates the solution for <P has 
the form 

<P = (cnp1 cnpz)m JG;~(- (ik' /k) cnpz) 

x PS( ) [cosmcp KFn cnP1 . A, smm,/-, 

(12) Spheroelliptic coordinates: A suitable choice of 
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coordinates is 

Yo = sina..J x l x 2!a, Yl = sina..J (Xl - l)(x2 - 1)/(1- a), 
(2.25) 

Y2=sina..J (Xl- a)(x2- a)/a(a-l), Ys =cos a , 

where 0 < Xl < 1 < x 2 < a, 0 < a < 71. 

The coordinate system can also be written in terms 
of elliptic functions as with coordinate systems 10 and 
11. This gives the parametrization: 

Yo=sinasnPl dnP2, Yl =sinacnPlcnP2, 

Y2=sinadnPl Snp2' Ys = cosa. 
(2.26) 

A typical solution for cl> is of the form A(a)El (Pl)E2(P2), 

where 

(2.27) 

a product of Lame polynomials defined in Ref. 7 and 

A(a) = (sina)IC~l_l(cosa). 

[Here C':,.(z) is a Gegenbauer polynomial. ] The two op­
erators characterizing this system are 

Ll =t(Pl +Kl)2 + HP2 +K2)2 +MS2, 

L 2=Hpl +Kl )2+ta(P2+K2)2 
(2.28) 

with eigenvalues - l (l + 1) and A~q, respectively. 

(13) Spherical coordinates: A suitable choice of co­
ordinates is 

Yo =sinasin(3cos¢, Yl =sinasin(3sin¢, 

Y2=sinacos(3, Y3=cosa, 
(2.29) 

where 0 ~ a, (3 ~ 71, 0 ~ ¢ < 271. 

A typical solution of the form A(a)8((3)C(¢) is 

cl> = (sina)1 C~l_l(cosa)P~(cos(3) exp(im¢), (2.30) 

The two operators characterizing this system are 

Ll =i{Pl +Kl)2 +HP2 +K2)2 + MS2, 
(2.31) 

with eigenvalues - l(l + 1) and - m 2
, respectively. 

(14) Cylindrical coordinates: A suitable choice of co­
ordinates is 

Yo = sin a cos(3, Y 2 = sin a sin(3, 

Y3 = cosacos¢, Y3 = cosasin¢, 

where 0 < a < 71 and 0 < (3, ¢ < 271. 

A typical solution A(a)8((3)C(¢) is 

cl> = exp[im¢ + ip(3](sina)a+b(cos a)2F-a-b 

x 2Fl (b - F, a - F, a + b + 1; _ tan2 a), 

(2.32) 

(2.33) 

where m = a + b, P = a - b. The two operators charac­
terizing this system are 

Ll =i{Pl +Kl)2 and L2=M12 (2,34) 

with eigenvalues - p2 and _ rn2, respectively. 

Coordinate systems of Class III 
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These are the analogs of the elliptical coordinates of 
type 9. The difference is that coordinate systems of 
this type correspond to the diagonalization of M3 2 rather 
than HPo-Ko)2. We now list the possibilities. 

(15) (a) A suitable choice of coordinates is 

t = (I/R)..J (x2 - a) (X3 - a)(x4 - a) /(b - a)(a - l)a, 

X = (I/R) cos¢, y = (I/R) sin¢, (2.35) 

z = (I/R)..J (x2 - b)h - b)(x4 - b)/(b - a)(b - l)b 

where 

The typical solution of the wave equation is </J =Rcl>, 
where 8=E2(x2)E3(x4)A(¢). The separation equations 
are the same as for system 9 with A(¢) = exp[i(2F + 1)¢]. 
The variables x 2 , X 3 , x4 vary in the ranges 

The operators whose eigenvalues are the separation 
constants are 

Ll = (a + b)D2 - t(a + 1)(Ps - K3)2 

+ t(b + I)(P 0 - KO)2 + ta(Ps + K3)2 

- tb(Po +KO)2 - 1'1/, (2.36) 

L2 = abD2 + ta(P3 - K3)2 + tb(Po - KO)2, 

and, of course, L3=M32. 

There are five further coordinate systems of this 
type. In each case we choose the x and y coordinates 
to be of the form 

X = (I/R) cos¢, ,,= (l/R) sin¢, and the operator 
L3 =M32, 

The separation equations are the same as in system 9. 
For each of these five systems we give the choice of R 
and the coordinates t and z together with the form of 
the operators Ll and L 2 • 

(16) (b) The modulation function R is 

R = [..J (x2 - 1)(xs - l){x4 - 1)/(a - l){b - 1) 

+.,j (x2- b)(xs - b)(x4 - b)/(a - b)(b - l)b] (2.37) 

and the coordinates t and z are given by 

z = (l/R).,j (x2- a)(x3 - a)(x4 - a)/(a- b)(a-l)a. (2.38) 

The operators Ll and L2 are 

Ll = i{a + b)(Po +KO)2 - t(a + 1)(Po - KO)2 

+ (b + 1)1'1/ + aD2 - tb(ps + Ky + t(P3 - K3)2 
(2.39) 

The ranges of variation of the coordinates X 2, xs, and 
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x 2 '> a > x 3, x4 > b; x 2 > a > b > x 3, x4 > 1; 

x z, x3, x4 > a; b >x 2, x 3 , x4 '> 1; 

a>xz,x3>b>x4>1; andx2 >a>b,>1>O>x3,x4 • 

(17) (c) This coordinate system is related to 16(b) via 
the transformation (t, x, y, z) - (it, ix, iv, iz) of the space­
time coordinates. The variables x 2, x 3 , x4 vary in the 
ranges 

(18) (d) This coordinate system is related to 16(b) via 
the transformation (t, x, y, z) - (z, it, iv, t) of the space­
time coordinates. The variables x 2, x 3, and x4 vary in 
the ranges X2, X3 > a > b > 1 > 0 > x4 ; b > Xa, X3 > 1 > 0 > X4 , 

and a>' Xa, X3 > b > 1 '> O~' x4 • 

(19) (e) This coordinate system is related to 15(a) via 
the transformation (t, x,)" z) - (z, ix, iy, t) of the space­
time coordinates. The variables xa, X 3 , and x4 vary in 
the ranges x 2 ~. a > b '> X 3, X4 > 1. 

(20) (f) This coordinate system is related to 16(b) via 
the transformation (t, x, y, z) - (iz, x, y, it) of the space­
time coordinates. The variables x 2 , X3 and x4 vary in 
the ranges a'> x 2 > b ::. 1 > X3 ::. 0 ::. x4 • 

In addition to the six types of coordinate systems we 
have discussed in Class III we will also include co­
ordinate systems corresponding to the differential form 
of type (1. 16). 

(21) A suitable choice of coordinates is 

(z + it) =~ f2{xz - a)(x3 - a)(x4 - a)] liz 
R l (a- b)(a-1)a ' 

1 
x =OR cos!jJ, 

where 

1 . A. 
V =- Sin", . R' 

(2.40) 

(2.41) 

The separation equations are given by (2. 13). The op­
erators whose eigenvalues are 11 and la are 

L1 == 2aDa + ;;(a + 1)[(P3 - K3)a - (Po - Ko)aJ 

- tf3(PoP3 + KoK3) + ~ a[(P3 + K3)2 - (Po +KO)2J - Naz, 

(2.42) 

L z = (aZ + (32)D2 + -~ a[(P3 - K3)2 - (Po - KO)2) 

+ i(:3{P3 - K3, Po - Ko}. 

The variables x 2, X3 and x4 vary in the ranges 

xa'~l >·0-·X3,X4 • 

(22) Coordinate systems of this type can be obtained 
from those of type 21 via the transformation (t, x, y, z) 
- (it, ix, i,', iz). The variables x 2 , x 3 , and x4 lie in the 
ranges x 2, X3 > 1 >, 0 > x4 ; 0'> x 2, x3 , x 4 ; and 1::. X 2, X3::' 0 
~' "4' 
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(23) A suitable choice of coordinates is 

( 'f) _! [2(X2 - a)(x3 - a)(x4 - a)] 1/2 
Z+1 -R (a-b)(a-c)(a-rI) ) 

(2.43) 
1 1 . ri, 

x =R coset), y =li S1l1'1'} 

where 
R=Rew- Imw, 

_ [2(X 2 - c)(x3 - c)(x4 - Cl] liz 
w_ (c-a)(c-b)(c-d) . 

The separation equations in the variables x 2, x 3' and 
x4 are 

The operators whose eigenvalues are 11 and 12 are 

L1 = - 2 aDz - 2rN3z + ha + Y)[{P3, K3t -{po, Ko}] 

+ }o[POZ - P 3 Z + K3 2 - Ko21-}(:3{po, K3} +{P3, Kor, 

L2 == (aZ + (32)D2 + (y + 02)N3 Z + ~ ay[{P3, K3}-{PO, Ko} J 

+ ~ao[PoZ - P3
2 +K32 - Ku

2J + f30(P r?3 - KoK3) 

- ~f3Y[{P3' Koh{p 0, K 3}1; 

(2.44) 

(2.45) 

the variables X 2 , X 3 ,. and x4 can assume any real values. 

(24) A suitable choice of coordinates is 

2 [(x1 - a)(xz - a)(x3 - a)J 1/
2 

t+z==R lm (a_b)2 , 

t _ z = ~ 1m [_1 __ !{_1_ + _1_ + _1_}] 
R (a-b) 2 Xl-a xz-a "3-a ' 

x =~ cos(i), .\' =~ sin¢, 

2 [(x1- a)(xz - a)(x3 - a)] 1/2 
where R = Re (a _ /))2 . 

The separation equations in the variables xz, '3' 
are 

rIzE; [1 1 J dE; --+ --+-- -
dY j Xi-a xj-h dx; 

(2 46) 

[4F(F+1)Xj2+Z1X;+/2JE ~O (2.47) 
+ 4(x

1 
_ a)2(x; _ /})2 ; - • 

The operators whose eigenvalues are 11 and lz are 

L1 = a[ \(P3 - P o- K3 - Ku)Z - (D + .\\)Zl 

+~f3{P3-Po-K3-Ko, D+N11-

+ aC! (P u +P3 + K3 - KO)2-: (P O-P3 +K,; + K3)Z 

- (N1 - lJ)2 + Hp'J +P3 +Ku -K3)zJ 

-~{PU+](3' P3 +Pu +K,,- K3r, 
L z = -~ (P 0 + ](3)2 + i( a 2 + f3z)l: (P u + P 3 + K3 - K 0)2 

- HP O-P3 +Ko + K3)z- (N1 - D)2 (2.48) 

-; (po + P 3 + Ku - K3)2\ -\- ~(aZ - f3Z) 

x[ ~(P3 - Po - Ko - K3)2 - (D +<'1/\)2] 

- ~ ap{P3- P o- K3 - Ko, D +N1} 

+ :{(Po +K3 ), f3(D - N1) -} a(Po + P 3 + Ko- K3)}' 
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(25) This coordinate system is of similar type to co­
ordinate systems 10 and 11 appearing in Class II. A 
suitable choice of coordinates is 

t = (l/R)v' (Xl - a)(xZ - arrara-=-n, 

X = (1/R) cosiJ!v' (Xl - 1)(x~;=-il7(n-=-n, 

y = (l/R) cos</l, Z = (1/R) sin</l, 

where (2.49) 

The solution iJ! of the wave equation has the form iJ! 
== ReI>. The separation equations for eI> = El (xl)Ez(x 2) 
XA(cp)B(iJ!) are 

dZE i 1 [1 2 1JdEi J.:2+- --+--+- -
dx i 2 Xi - a Xi - 1 Xi dx i 

[ 4F(F + 1) (x i-I) z + 11 (x i-I) + lzl E _ 0 
+ 4(x i - a)(xi _ l)Zx

i 
i - , 

where i = 1, 2: 

dZA dZB 
...,-:;-z(iA. =- (2F+1)ZA, (a-1)-:z-=lzB. 

'r d1J 

(2.50) 

The operators whose eigenvalues are the separation 
constants are 

Ll = (a - 1)[DZ + ~(Pl - Kl)Z] 

- [N1
Z +Hpo + K o)Zl + Ha - 2) (Pl + Kl)Z 

L z =t(a-1)(Pl +Kl)Z, L3=Mlz, 

(26) A suitable choice of coordinates is 

x = liB cosiJ!V - x;;:;/a;-

y = (1/R) cos</l, Z -= (1/ R) sincp, 

where 

(2.51) 

(2.52) 

The solution ~} of the wave equation has the form 1! 
=,ReI>. The separation equation for eI>=El(xl)EzC,z) 
XA(</l)BU) are 

~+~ [_I __ + __ I_+~J dE-.i 
dX i 2 'i-a x;-1 Xi (Ix; 

+ [4F(~ + l)Xi~ + IlXi.i!.J Ei = 0 
4(\; - a)(x; - 1)\ i 

where i = 1,2: 

(2.53) 

The operators whose eigenvalues are the separation 
constants are 

Ll = - a[DZ + Hpl - Kl)Z] - ."If + ! (P z + Kz)Z 

+l(a + I)(Pl + Kl)Z, 

L 2=-ia(Pl +Kl)2, L3=M12. 
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(2.54) 

This completes the list of coordinate systems of Class 
III. 

Coordinate systems of Class IV 

Coordinate systems of this type correspond to the two 
direct product reductions SO(4, 2)=:l SO(2, 1)1& SO(2, 1) 
and SO(4, 2):=J SO(3)0 SO(I, 2). In each of these cases 
coordinates can be chosen from the nine separable 
classes of orthogonal coordinates on the two-sheeted 
and one-sheeted two-dimensional hyperboloids and the 
two separable classes of orthogonal coordinate systems 
on the two-dimensional sphere. The coordinate systems 
on these manifolds are given in the Appendix. In classi­
fying coordinates of this type we give the general form 
of space-time coordinates in terms of the above men­
tioned two-dimensional manifolds. 

(1) Coordinate systems corresponding to the reduction 

SO(4, 2):=J SO(3) 1& SO(I, 2). 

A suitable choice of space-time coordinates is 

(2.55) 
y = S2/(~1 + ~3)' Z = S3/(~1 + ~3)' 

where ~12_ ~22 - ~32= - 1 and 1:1
Z + S22 + 1:32= 10 

With the exception of coordinate systems of type 8 
(which can always be chosen such that D is diagonal) 
there are 16 coordinate systems of this type on the sin­
gle and double sheeted hyperboloids. 

In each case the solution of the wave equation has the 
form 

~! = (~l + ~3)</l(Sl' S2' 1:3)e(~1' ~2' ~3)' 

where the functions </l and e satisfy the equations 

(M1
2+M/+M3

Z)</l =-1(1 + l)cp, 

[{Po,Ko} +DZ]e=I(1 + l)e, 
(2.56) 

and I is a positive integer. The operators correspond­
ing to each of the 16 possible coordinate systems can 
then be read off from the Appendix, if we make the 
identifications N1 =1(Po+Ko), Nz=D, and M3=~(PO 
- Ko) in the case of the SO(I, 2) coordinates. 

(2) Coordinate systems corresponding to the reduction 

SO(4, 2):=J SO(2, 1)('; SO(2, 1). 

A suitable choice of space-time coordinates is 

t=1:1/(~1+~3)' X=~2/(~1+~3)' 

Y = 1:2/(~1 + ~3)' Z = S3/(~1 + ~3)' 

where 1:12- S2Z
- 1:3

Z= E, ~lZ_ ~ZZ=_ E, E=± 1. 

(2.57) 

Again with the exception of coordinate systems of 
type 8 there are 64 coordinate systems. In each case 
the solution of th.e wave equation has the form iJ! 
= (~1 + ~3)CP(~i> ~2 ~3)8(1:i> S2' 1:3), where the functions cp 
and e satisfy the' equations 

(."12
2 +N3 2

- M12)8=j(j + l)e, 

[- {Pi> K1} + D2]</l = j(j + 1)</l, 
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and j = - t + iq, 0 < q < 00, for globally defined 
solutions. 

The operator corresponding to the 80(2, 1) algebra 
associated with the vector (~1' ~2' ~3) can be read off from 
the Appendix with the identification N2 = i(P1 - K1), N2 
= D, and M3 = t(P1 + K 1 ), 

We have looked at four classes of coordinate systems 
for which the wave equation (*) is strictly R-separable 
and found 106 distinct such coordinate systems. This 
added to the results of ReL 4, gives a total of 367 in­
equivalent R-separable coordinate systems for the wave 
equation (*). 

APPENDIX 

In this appendix we list the orthogonal separable co­
ordinate systems for the two-dimensional sphere, 
single-sheeted and double-sheeted hyperboloids. In each 
case we list the symmetric second order operator in 
the enveloping algebras of the symmetry groups of these 
manifolds which describes the coordinate system. The 
coordinates (with the exception of the single-sheet hy­
perboloid) can be found in the article by Olevski7 and 
the operator characterization is due to Winternitz et 
al. 9 

I. Coordinate systems separable on the two-dimensional 
sphere 

S1 2 + S22 + S32= 1 

If we write the generators M1 = S2a~3 - S3a~2' A12 = Sl a~3 
- S3a~1' and M3 = Sl 0C2 - S20~1 the coordinate systems 
and operators are: 

(sf1 »)2 = X1 x2/a, (s~l »)2 = (Xl - 1)(1 - X 2) /(a - 1), 

(sP »)2 = (Xl - a)(x2 - a)/a(a - 1), 0 < Xl < 1 < x 2 < a. 

The coordinates on the single-sheeted hyperboloid;· ~ 
= - 1 are obtained via the substitution ~ - i ~ and 1 < Xl, 
x 2<aj x1,x2>a. The operator is L=N12-aM32. 

(A5) 

~(3).~(3)=L For ~(3)\ ~(3)=-lwehave ~-i~and 

Xl' X2 > O. The operator is L = a(M32 - IV}) + {3{M3' N 2}. 

~1(4)+ ~2(4)=~, 

~1 (4) - ~2 (4) = V - xt/X2 + V - X2!x1 + V-X1/X 2, 

~3(4)=v(1-X1)(X2-1), x1<0<1<x2. (A6) 

~(4). ~(4) = 1. The coordinates on the Single-sheeted 
hyperboloid are obtained via the substitution ~ - i; 
with Xl, X2 > 1; 0 < Xl, X2 < 1; Xl, X2 < O. The operator is 
L=N12- (N2+M3)2. 

;1 (5) + ~2 (5) = J X 1X 2' 

;1 (5) - ~2 (5) = - (,[x17X; + v X 2/X1 + ,[:X;h ), 

;/5) =,[ex:;. - 1j(X2 - 1), 0 < Xl < 1 < x 2, (A7) 

~(5). ~(5) = 1. The coordinates on the Single-sheeted 
hyperboloid are obtained via the substitution ~ - i ~ 
with Xl < 0 <x2 < 1. The operator is L =N1

2 + (N2 +M3)2. 

;1 (6) + ';2 (6) =,[ - X1X 2' 

~1 (6) _ ';2 (6) = (Xl - X2) /[ 4(- X1X2)3 /2], 

1;3(6)=Mv-X27x~-V-X1/X2]' Xl <0<x2. (A8) 

~(6) • ~(6) = 1. The coordinates on the Single-sheeted 
hyperboloid are obtained via the substitution ~ - i ~ 
with Xl, X2 > O. The operator is L ={Nl , N2 - M 3t. 

(AI) ';1 (7) + ';2(7) =,[Xl> ~1 (7) - ~2(7) = l/,[Xl + {X1X/, 

1;3 (7) =X2,[ Xl, Xl> X2~' O. (A9) 

1;(2) = (COSX1, sinx1 COSX2' Sin.Y1 Sinx1 sin.y2). (A2) 

The operator is L = 1\,-'112. 

II. Coordinate systems on the one- and two-sheeted two­
dimensional hyperboloids 

;12 _ ';22 - ~3 2 = ± 1 . 

We adopt the notation N1 = 1;10'2 + 1;2°'1' N 2= ~la{3 
+ ';30'1' and /\113 = 1;20'3 - ';3°'2' 

Wl»)2=X1X2/a, (.;~1»)2=(X1-1)(X2-1)/(a-l), 

(~?»)2= (Xl - a)(a- x 2)/(1(a -1), 1 < Xl <, (1 <X2, 

~(1) • ~(1) = (~P »)2 _ (.;~1 »)2 _ (~P »)2 = 1. (A3) 

The coordinates on ~. ~ = - 1 are obtained by the sub­
stitution ~(1) - H(l) and Xl < 0 < 1 < x 2 < a. The operator 
is L=Nl2+aN22. 
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W2»)2 = (Xl - 1) (1 - x2)/(a - 1), 

(~~2»)2 = _ X1 x2/a , 

(';~2»)2 = (Xl - (1) (a - x2)/a(a - 1), 

Xl < 0< 1 < a <x2, 1;(2). ~(2) =L 
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(A4) 

~(7). 1;(7) = 1. The coordinates on the single-sheeted 
hyperboloid are obtained via the substitution ~ - i'; 
with Xl < 0 < x 2' The operator is L = (N2 + 1\.13)2. 

1;(8) = (coshxl coshx2, COShx1 sinlLY2, sinhxl), 

1;(8),1;(8) = 1, 

[(8) = (sinhxl coshx2, sinhxl sinlLY2, COShX1), 

t(8) (. . hx " hx ) ., = s1nX1 SIn 2' s1m1 cos 2, COSX1 , 

1;(8).1;(8) =- L 

The operator is L = N12. 

~(9) = (cosILY1 , sinhxl COSX2' sinILY1 sinx2), 

~(9) • ~(9) = 1, 

~(9) = (sinILY!, coshx! COSX2' coshx1 sinx2), 

~(9) ~(9) = _ 1. 

E.G. Kalnins and W. Miller, Jr. 

(A10) 

(All) 
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Continuum calculus. II. The heterogeneous continuous 
functional differentiation applied to the Feynman path 
integral 

L. L. Lee 

School C.E.M.S., University of Oklahoma, Norman, Oklahoma 73019 
(Received 7 October 1976) 

The continuum calculus proposed previously [L. L. Lee, J. Math. Phys. 17, 1988 (1976)] is here extended 
to the study of continuous differentiation of a functional. The result, called HCFD, is shown to be the 
inverse operation of the functional integration for Feynman path integrals, in analogy to the case in 
ordinary differential calculus. The class of "separable" functionals is defined, which are useful in the 
derivation of the theory, playing a role similar to that of the characteristic functions in the Lebesgue theory 
of integration. A Radon-Nikodym type derivative is introduced in the definition of the continuous 
derivative for a general Banach algebra. This development constitutes a functional calculus of the 
continuum type. Comparisons with other types of functional derivatives are also made. 

I. INTRODUCTION 

In a previous paper1 (hereafter referred to as I), we 
developed an operational calculus, called the continuum 
calculus, consisting of two operations, the r differentia­
tion and the p integrations on functions. We were able to 
characterize the Feynman2 path integrals of certain type 
of functionals found in quantum mechanics as the out­
come of the interaction between the proposed p integral 
and the ordinary integral (Riemann or Lebesgue). The 
resulting formula for the functional integral was given 
in closed form of known mathematical operations, in 
contrast to the previous P projection method of cylinder 
functionals 3 and subsequent n-fold integration with re­
spect to a weak distribution of measures. 4 This formula 
is general in that it does not depend on the Gaussian 
measure which underlies most past calculations and 
admits finite limits of integration. Applications to the 
quantum harmonic oscillator2 and the electron-phonon 
interactionS reproduced the well-known results. It was 
also applied to the probability theory of infinitely 
divisible distributions6 and other branches of mathe­
matics. In this paper, we report another application of 
the continuum calculus, the interaction of the p integra­
tion with the ordinary differentiation in functional cal­
culus. The outcome will be called the heterogeneous 
continuous functional differentiation (or HC FD). The 
HCFD is found to be the "inverse" operation of the 
functional integration proposed previously, 1 in the same 
sense that the ordinary differentiation is the inverse 
operation of ordinary integration. The HCFD and the 
functional integration constitute the basis of a functional 
calculus, upon which our future developments will 
depend. 

The utility of the Feynman (-Wiener) integral in 
many branches of physics has generated recent interests 
in its study. Notably the applications of the Feynman 
integral method to the studies of fluid turbulence, 7 laser 
beam propagation in random media,8 multichannel 
scattering,9 etc. , aside from its usual applications in 
quantum mechanics and field theory. Past studies of 
this integral met the difficulty of establishing a satis­
factory measure in an infinite-dimensional space, as 

1752 Journal of Mathematical Physics, Vol. 18, No.9, September 1977 

pointed out by Skorohod,4 and touched upon by Xia. 10 

This difficulty is partially removed by the continuum 
calculus approach. 1 We demonstrated in I that for cer­
tain types of functionals the integral exhibits a two-tier 
structure involving two measures, one on the function 
space, the other on the base space. Here we present 
some further developments of the continuum calculus, 
the functional differentiation. 

In Sec. II, we give a heuristic demonstration of the 
HCFD method on a simple "separable" functional of the 
exponential type. With insight gained therefrom, we 
formulate the definition of HCFD in Sec. III in a general 
complex Banach algebra. We prove the important 
"inverse" theorem, showing that the HCFD is the in­
verse operation of the functional integration introduced 
earlier. In Sec. IV, the method is applied to a known 
functional as an illustration. A comparison is made 
with the functional derivative introduced by Friedrichs. :l 
We cite future developments in the concluding section. 

To make this paper relatively self-contained, we re­
capitulate some of the important results from I. Let B 
be a complex Banach space, and AB the Banach algebra 
constructed from the collection, C B

, of functions from 
B to C, the complex numbers. Let (B, 5 B' /1) be a 
measure spacell on B, and (A B' 5 A' m) a measure 
space on A B' (5B , SA being the a algebras, and /1, m 
the measures on Band A B , respectively). The r dif­
ferentiation, R/Rt, of a functionj(t)cc::A B has been shown 
to be 

_1 

R _. [j(t+ b) ["b" [d J Rt j(t) = IIl~w; jfi) = exp df lnj(t)J ' (1. 1) 

for tcc:: B - ii, N being the closure of the kernel, N, of 
j, whenever the limit exists. A more rigorous limiting 
E-O type definition can be given as follows: for every 
E > 0, there exists 0 > 0 such that 

(1. 2) 

whenever II bll < O. If such an j* exists at t Icc B - N, we 
call it the r deviative ofj(t) at t, i.e., Rj(t)/Rl=!*(t). 
We can recognize (1. 1) as a measure of the instantaneou~ 
ratio of a function at the neighborhood of a point t, in 
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the same sense that dj(t)/ df is the measure of the 
instantaneous dijjerence of j(t), which is of concern in 
ordinary differential calculus. 

We point out some prominent algebraic features of 
this new operation. The Banach algebra, A B , can be 
considered as a commutative ring over the complex field 
with some scalar multiplication properties. The ordi­
nary differentiation, d/ df, is linear with respect to the 
additive part of the ring operations, i. e. , 

d d d 
dt [aj(f)+j3g(t)]=a

dl 
j(t)+j3dt g (f), j,grc.AB : a,j3rc.C. 

(1. 3) 

Whileas the r differentiation, R/ Rt, is "linear" with 
respect to the multiplicative part of the ring operations, 
i. e., it is "additive" (or rather "multiplicative") with 
respect to products, 

and "homogeneous" with respect to exponentiation by 
scalars, 

R [R ~" RlfJ(l)"]= R/U] , jr=.A B , arc.C (1. 5) 

[for proofs, see (1. 2. 4) and (1. 2. 5)]. In a certain sense, 
the situation is similar (but not identical) to that for 
Fourier transforms. The Fourier transformation, J, is 
"additive" ("multiplicative", sic) with respect to 
convolution, * , 12 

J (f(t)* g(t)) = (J j(f) (J gU)). (1. 6) 

However, J is homogeneous with respect to multiplica­
tion by scalar s, 

(1.7) 

The p integral was then obtained through a search for 
the "primitive" of the r differentiation, and is related 
to the ordinary integral by 

PEfJ(t)l'·ddtl=exp[JEJ1(dtllnj(t)], EcB. (1.8) 

The functional integral, If' for the exponential type 
functionals, 

(1. 9) 

was found by interacting the p integration with ordinary 
integration, 

If(¢) = exp f EJ1(dt) In[JFm(dy(t)) expj{y(f))], E c B, FCA
B

, 

(1. 10) 

whenever the successive integrals exist. Details can be 
found in 1. 

II. AN EXAMPLE OF FUNCTIONAL 
DIFFERENTIATION 

We demonstrate in this section the method of con­
tinuous functional differentiation by investigating a sim­
ple functional of the type, 

¢[y]=expf dtb(t) y(t)2, (2.1) 

where y is a complex function defined on real numbers, 
y rc. CR, ¢ is defined on CR with complex values. In con­
ventional theory of functionals (see, e. g. , VolterraI3

), 

the one-point functional derivative of a given functional, 
<p [y], at point t, 0 < f < 1, is defined as, 

~1<PlY]=f:dto~tt)Oy(t), (2.2) 

where ~I<p denotes the first order variation of the func­
tional <p [y] with respect to the variation oy(t) in y (t). 
The nth order functional derivative at n distinct pOints, 
0< tl < t2 < ... < tn < 1, can be defined recursively and given 
the notation, 

oy(tl ) ~~.Oy (in) <p [y] = [j~1 O)lj )] <p [y]. (2.3) 

We intend to find the limit of the nth order derivative 
(2.3) as n - 00 and l becomes the continuous index, 
0,,; t,,; 1. We first observe that the discrete (p projec­
tion) representation of (2. 1) is, 

¢[PnY] =explib (t j )y(tj)2. (2.4) 

We need a formal definition of a functional that is 
"separable" . 

2.1 Defintion: Separable functionals: A complex valued 
functional, ¢[y] on CR is called separable iff its P pro­
jection under the projector, Pn, ¢[Pny], can be decom­
posed into an n product, 'fI n, 

(2.5) 

for some functions jj :C - C, and y j being the projection 
of y(t) by Pn into the ith interval, (cylinder functionals). 3 

This definition can also be extended to the complex 
Banach space. Examination of (2.4) shows that (2.1) is 
separable, with jj(y j) = exp[b(tj )y(t j )2], 

(2.6) 

Now we apply the nth functional derivative (2.3) to (2.6), 

Dn =j~1 (Oy~t) ¢[P nY] =j~1 [6y~tj) eXPb(lj)y(tj)l (2.7) 

Carrying out the differentiation, 

Dn= j~1 [2b(t j }y(tj) expb(tj )y(t j )2]. (2.8) 

As n - 00 and sup~tj - 0, the n product approaches the 
p integral, I 

!i.Ill /:1 [2b(t j )y(tj ) expb(t i }y(tY]"t j = P~dt» [2b(t}y(t} expb(t)y (t)2] 

"t 0 11 I I 
sup I· = exp a dtln[2b(t)y(t) expb(t)y(t)2] = 2[ exp fa df b(t)y(t)2][exp fo dt lnb(t)y(t)]. (2.9) 

If we apply the p integral formula earlier, expressing the nth order derivation in the operator form, we have 
n ( 0 \ "tj .1 0 

lni~ F!l oy(tj) J • ¢[y] = exp Jo dtlnoy(t) 0 ¢[y] 
Bup.6.ti .. 0 

(I 0 I 
= exp Jo dt InOy(t) expb(t)y(t)2 = exp.k dt In2b(t)y(t) expb(t)y(t)2 = 2¢[y] exp foldt lnb(t)y(t). (2.10) 
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The same result is obtained. Therefore the operator 
approach is applicable to "separable" functionals in 
carrying out the continuous functional differentiation. 
We shall call the derivative thus obtained the heterogen­
eous continuous functional derivative of ¢[y], to stress 
the fact that the continuous index, t, runs from 0.,.; t.,.; 1. 
We extend the definition to a general Banach space in 
the following. 

III. THE CONTINUOUS FUNCTIONAL 
DIFFERENTIATION 

Let B be a complex Banach space. Let AB be the 
Banach algebra formed from the usual construction on 
the collection of complex valued functions from B to 
C, i.e., C B, with C complex numbers. Let (B, SB' Il) 

be a measure space on B, and (A B' SA' 111) a measure 
space on AB (SB and SA being the a algebras, and Il, 117 

the corresponding measures for B and A B , respectively) 
The functionals are defined from AB to C, ¢:AB - C. 
We consider the special type, 

¢[y]=expJ~ Il(dt)f(y(t)), 

where f is a complex vauled function, f: C - C, and 
E~B. 

(3.1) 

Under suitable conditions, which for the moment we 
do not wish to elaborate, a Radon-Nikodym14 type 
derivative, g(y(t)), g:C - C, can be found such that 

J ll(dt)fCv(t) = J ll(dt)1nexpl!(y(t)] 
E E 

= JEIl(dtl lnJFm(dy(t))gCv(l)), (3.2) 

for some F~AB' In case such derivative exists for the 
given f, we can define the continuous functional deriva­
tive of (3.1) as follows. 

3.1 Definition: The heterogeneolls continuolls Jilllc­
tional derivative in a Ballach space: The continuous 
functional derivative, Df(rfJ) , of the exponential functional 
(3.1) is given to be 

(3.3) 

if such integral exists. g being the (pselldo) Radon­
Nikodym derivative of exp(f) as defined by (3.2) for 
some Fe_A B • 

We called g the pselldo-Radon-Nikodym derivative 
because it is not clear whether exp(f) is a normal mea­
sure or can be transformed into an equivalent measure 
on F such that m is absolutely continuous with respect 
to it. 13 We adhere here to the definition (3.2). More 
research is required. 

We can also write (3.3) in the operator form, 

r. a J'ddtl 
Df[<p]=PE Uhn(y(t)) . <p[y] 

= expJEIl(dt) lnilm~(t))' <p[y]. (3.4) 

It is then an easy matter to show that HCFD is the 
inverse of functional integration. 

3.2 Theorem. The inverse operation of functional 
integration: For a functional of the type (3. 1), the 
heterogeneous continuous functional differentiation de­
fined in (3.3) is the inverse operation of functional in­
tegration on ¢[y]. Let the functional integral of ¢ be If' 
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then 

(3.5) 

Proof: If the functional integral exists for 1>[Y] on 
F~AB' (1. 10) gives 

IA1>]=expj Il(dt)lnj m(dy(t)expfCv(t). (3.6) 
E F 

To differentiate (3.6) according to (3.3), the pseudo­
Radon-Nikodym derivative can be easily identified as 
exp(f) in (3.6), and 

Df [IA 1>]J = exp j Il(dt) ln expfCv(t)) 
E 

=expJEIl(dt)/lv(t)) Q.E.D. (3.7) 

We see that Df (If[1>]) = 1>: therefore Df is the left inverse 
of If' similar to the situation in differential calculus. 

IV. APPLICATION OF HCFD AND THE DERIVATIVE 
OF FRIEDRICHS 

In this section, we shall integrate a known functional 
with a finite limit of integration, then differentiate it 
according to HCFD to recover the original functional. 
Consider the functional, 

1 

1>ly]=expjo rltb(t)y(1) (4.1) 

whose functional integral with a Gaussian measure has 
been investigated in I. When a Gaussian measure is 
used, the limits of integration are usually improper, 
and the final integral is independent of the limits, i. e. , 
it is no longer a functional after integration. In the 
continuum calculus, it is possible to integrate with finite 
limits without the Gaussian measure. Now we choose 
the limits to be, _Xl ';y(t)" x(l), x(tl a finite function. 
The functional integral of (4.1) is then 

1 , xU) 
l;l<1> 1= expJ" ilt In,L dr(t) expb(t)y (I) 

J 
1 ill exph(t)x(t) 

= exp (1 ( n 1)(1) 

,1 

== (I)lx I exp- ),/ltlnh(t). (4.2) 

The resulting integral is again a functional of x(tl. Now 
we seek the continuous functional derivative of (4.2) 
with respect to x(t). Noting that (4.2) can be written as 

TX[ "'] __ J'l It 1 expb(t)x(t) 
1f u) -- exp (1 (n h(t) 

C'c exp J,:rlt lnL:<tlrly(t) exph(t)yUl. (4.3) 

We identify exp(f(x(t»] of (3.2) as [expb(t)x(t)l!b(t) and 
g(x(t) to be its ordinary derivative, exp[h(t)x(t)j. The 
derivative, D

f
, is then, according to (3.3), 

Df[1}[1>I=exP.J~rltlnexPh(t)x(t)=- q)[x]. (4.4) 

This implies again Df (If l 1>])== q). That Df is inverse to 
If has been shown for this example. 

We note that at times the pr0per derivate 6/6y(t) to be 
used with our formulas differs from the conventional 
functional derivative by a factor of the Dirac delta func­
tion. The application of our derivative is also akin to 
that of the ordinary partial derivative, il/ilyp again here 
without the Kronecker delta. 

Also a remark on the functional derivative proposed 
by Friedrichs 3 is in order. Friedrichs defined the 
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derivative, %y(t)dt for a cylinder functional <p[y] 
= <p[P"y] under the projection operator P n by 

o 1 a 1 a 
oy(t)dt <p[y] '" ~ ay. <p[P nY ] = ~ aY. <p(Yu ''', Yn)' (4.5) 

'1 'J 1 

for t E C i' C i being a measurable interval, and fl.; is 
the measure of Cp alsoPny(t)=(Yl>°.o,yP···'Yn)' In 
the discussions ensued for the case of quadratic 
functionals, 

<P 2[y]=JdrJdsy(r)b(r,s)y(s), b(r,s) symmetric. (4.6) 

The definition (4.5) does not differ from the conventional 
functional derivative13 (2.2) appreciably, at least for 
the particular case considered by Friedrichs, 

Jw(t) OY(~)dt dt<P2[Y]= 2JdsJdtw(t) b(t,s)y(s) (4.7) 

for some integrable function on w(t). While for the 
ordinary functional derivative, 

o<p 
oy(;) = J dr J ds y(r) b(r,s) o(s, t) + J dr J ds o(t, r) b(r,s )y(s) 

= 2Jds b(t,s)y(s). (4.8) 

Therefore, 

J. o<p J' J dtw(t)oy(;) =2 ds dtw(t)b(t,s)y(s), (4.9) 

which is exactly the same result. 

V. CONCLUDING REMARKS 

We presented in this work a formula for the continuous 
functional differentiation of a functional, which was 
subsequently shown to be the "left inverse" of functional 
integration given in paper 1. In the development, the 
operation of potentiation, or p integration, again played 
an important role. The continuous derivative is essen­
tially the result of the interaction of the p integration 
with ordinary functional differentiation. We hope to 
expound the detailed theoretical implications by employ­
ing measure theoretical, topological, and algebraic 
methods. Some ground has been broken by the efforts 
of Morette-DeWitt, 15 Skorohod, 4 and Xia. 10 We shall 
have occasion to comment on this. New avenues of 
development remain to be explored, such as the homo­
geneous continuous functional differentiation, integral 
formulas for new types of functionals, and also 
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differential equations for functionals. The physical 
applications of Feynman integrals often times involve 
complicated functionals and their various derivatives, 
such as in the theories of turbulence, 7 and laser beam 
propagation. B Careful analyses are required. 

Of immediate interest is the characterization of the 
functional integrals of functionals of the type, 

<p[y] = J:dtj(Y(t)), j:C-C. (5.1) 

A differentiable homotopy approach was proposed in 
paper 1. However, a uniqueness theorem is needed to 
define its applicability in general. The solution might 
be offered by a generalized distribution theory16 ap­
proach. This is under investigation and will be reported 
subsequently. 
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The topology of Euclidean Higgs fields 
G. Wooa), b) 
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It is proved that in a class of Euclidean Higgs theories, a single index serves to describe both the gauge 
field and the Higgs field topologies. 

I. INTRODUCTION 

The study of nonperturbative aspects of field theories 
has led to considerable interest in their global topologi­
cal features.1 In spontaneously broken gauge theories, 
this was centered at the beginning2 •

3 just on the behavior 
of the Higgs fields at spatial infinity. In particular, 
Arafune, Freund, and Geobel2 showed that, for the 
SU(2) Georgi-Glashow model, the covering of the 2-
sphere at infinity by the isotriplet of Higgs fields has a 
mathematical description in terms of the Kronecker in­
dex. 

Recently, however ,1 it has been realized that in four­
dimensional Euclidean space- time, the Yang- Mills 
field itself has a topological characteristic of its own, 
independently of the scalar fields. This is the Pontrya­
gin index which has an integral representation in terms 
of the product of the curvature and its dual. 

In Euclidean space- time, of course, a new analysis 
of Higgs topology has to be undertaken since the rele­
vant domain is now a 3-sphere. This is the subject of 
the present. paper. Whereas, in Minkowski space, it is 
the requirement of energy finiteness that restricts the 
range of the Higgs fields, in Euclidean space this is re­
placed by the requirement. of action finiteness. The 
range of the fields at Euclidean infinity thus defined will 
be called the Higgs asymptotic space. 

There are two cases where the asymptotic space is 
such as to allow an integral formula for the Higgs topo­
logical invariant to be written. They occur when the as­
ymptotic space is either a 3-sphere or a 2-sphere. 
Since 7TI(S') = ",(S2) =Z, the invariant both times is an 
integer. Higher dimension spheres are not relevant as 
71 3 (S") =0 for 11>3. 

The former applies to an SU(2) theory with a complex 
doublet Xa of scalars with a Higgs potential of the form 
U(X) = (X:X a - 1 f. For simplicity here and elsewhere, 
all parameters have been set to unity. The latter would 
apply to a theory of the type devised by Georgi and Glas­
how rather than Weinberg, which involves an isotriplet 
(P h with the potential U( <"/)) = (d) k(~ k - 1)2. 

It will be proved that in each theory the associated 
topological integer is identically equal to the Pontryagin 
index. This means that there is a one-to-one corre­
spondence between sectors in the config'uration mani­
folds of the gauge and Higgs fields. In particular, in the 

a)Research supported in part by the National Science Founda­
tion under Grant No. MPS75-20427. 

Q)Junior Fellow, Harvard University Society of Fellows. 
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single pseudoparticle sector, the index of the Higgs 
fields must be unity. Account of this fact should be 
taken in any analysis of tunneling in the vacuum of a 
spontaneously broken gauge theory. 

II. AN EXAMPLE WITH 53 HIGGS ASYMPTOTIC SPACE 

In this section, the following SU(2) Euclidean Lagran­
gian theory is studied: 

(1 ) 

F ","v is the Yang-Mills curvature tensor for an isovec­
tor gauge field, and (DuX)a is the gauge covariant deriv­
ative acting on a complex doublet of Higgs scalars. 

In terms of real components, let Xl = rD1 + i¢2 and X2 = 

¢3 + iQ)4' The topological invariant categorizing the ho­
motopy class of (0[. C!2' riL" (:'1) can be written as an inte­
gral over the 3-sphere S: at Euclidean infinity: 

IH =, (1/1271 2 ))s: E jjkl(!J id~) /\d(j) k!,d,[) I' 

The indices on (tJ, of course, run from 1 to 4. 

Now the finite action condition implies from Eq. (1) 
that 

(2) 

(3) 

Here the usual notation has been used for the Pauli ma­
trices, and '"-'k is the Yang-Mills connection i-form. 

The substitution equation (3), together with the bound­
ary condition that 6 ;(1'; - 1, implies that the invariant 
integral can be rewritten as 

(4) 

The final use of the finite action requirement is in 
guaranteeing the asymptotic vanishing of the curvature. 
so that 

(5) 

where g is a matrix of the adjoint representation of 
SU(2). This allows a transcription of Eq. (4) in terms 
of the Haar group measure: 

IH ,,±(1124112 )J 3 d /.L(J;). 
Sro 

(6) 

The uncertainty in sign reflects an arbitrariness in sign 
in the original definition of IH given in Eq. (2). If the 
plus sign is taken, one obtains 

(7) 

where I p is the Pontryag'in index of the gau!~e field con­
figuration. This is the result which was to be proved. 
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III. THE HOPF INVARIANT 

Although it was an easy matter to write formula (2) 
for the Kronecker index of a mapping from ~ - 53, and 
although one can do the same with equal facility for the 
general case 5" - 5", it is not trivial to construct an in­
tegral expression for the Hopf invariant which labels 
homotopy classes of mappings from 53 - 52 . 

That this is so was pOinted out by Patani, Schlindwein, 
and Shafi.5 The difficulty is that the obvious conserved 
tensor density one would write for, say, the 0(3} non­
linear a-model in three space dimensions, is the fol­
lowing: 

(8) 

The triplet of fields 11. are assumed to be nonsingular 
and normalized to satisfy 11.11. = 1. The regrettable fea­
ture of this density is that all charges defined as either 
surface or volume integrals of it are identically zero. 
Thus sadly it is homotopic ally insensitive. The resolu­
tion of this problem was found somewhat earlier by 
Whitehead,6 whose construction procedure will now be 
outlined. 

This procedure is not in fact applicable to all continu­
ous mappings from 53 - 52, but only those which are 
twice differentiable. This smoothness condition, how­
ever, is certainly acceptable from a physical viewpoint. 

The first step is to define a 2-form area element a on 
52 normalized according to is2a = 1. Given a twice dif­
ferentiable map cp: 53 - 52, the next step is to use its 
dual cp* to define the 2-form cp*a on 53. a is, of course, 
not exact on 52 since 52 has no boundary, but cp *a is ex­
act on 53 since this space has a trivial second cohomolo­
gy group. It is thus possible to find a I-form ~ on 53 
which satisfies dL:, = cp *a. Furthermore, this I-form is 
unique up to the differential of a function. 

The Whitehead integral representation for the Hopf in­
variant of cp is then 

(9) 

An application of Stokes' theorem shows that it is well 
defined. In a coordinate frame it is not difficult to show 
that IH is invariant under deformations. The fact that 
IH is integer-valued can be established first for fiber 
mappings by integrating ~ along a fiber and then using 
Stokes' theorem to equate the result with a surface in­
tegral which is essentially a winding number. For the 
algebraic theorems required to complete the proof, and 
indeed for the proof in full, the reader is advised to 
consult the original reference.6 

It is worth remarking that IH as given above is even 
under a change in the orientation of 52, but odd under a 
change in the orientation of 53. This is in accord with 
general algebraic results. 7 The physical Significance of 
this can be seen in the context of discrete space-time 
symmetries. 

IV. AN EXAMPLE WITH S2 HIGGS ASYMPTOTIC SPACE 

In this section, the integral expression just obtained 
will be applied to a coordinate-free study of the Higgs 
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topology in the Euclidean version of the Georgi-Glas­
how model: 

L = -tFju.vF ju.v + i(Du. 1>MDu. cp}j - (CPj1>i _l}2. (10) 

F lu.v is the Yang-Mills curvature for an isovector gauge 
field, and (D",cp}j is the covariant derivative of an iso­
triplet of Higgs scalars. From Eq. (10), it is clear that 
the following are three necessary asymptotic conditions 
for the Euclidean action to be finite: 

cpjcpj-l, 

dcp j + E jjkCPkWj - 0, 

nj '= dW j + ~E jJkw/\Wk - 0, 

(lla) 

(llb) 

(llc) 

The notation Wj is used here for the Yang-Mills connec­
tion 1-form, and nj for the curvature 2-form. Equation 
(Hc) implies that 

w j a;!2i-g-1dg, 

where g is a matrix of the adjoint representation of 
SU(2). 

(12) 

To construct the Whitehead integral, an area element 
a on 52 must first be defined. This is done by imbedding 
52 inR3={(x l1 x2,x3}IX j ER for i=I,2,3}. a is then de­
fined by the Hodge star operation: 

a = (1/41T)*(x jdx j) = (1/811}E jjk X jdXjAdx k. 

Then 

cP *a = (1/81T)E jJkCP jdcp JAdcp k· 

Use of Eq. (llb) now leads to the expression: 

cP *a = (1/81T)E jjkCP j W jA Wk. 

(13) 

(14a) 

(14b) 

By de Rham's theorem, there exists a I-form 6 on 53 
with the property that d~ =cp*a. Noting Eq. (llc), one 
obtains 

~ = (l/41T}CP j W j • (15) 

The Hopf invariant is then given as: 

I =J. L:,AdL:,=(l/16w)J. (J}lAW
2

AW3 • 
H s~ s! (16) 

Just as in the earlier study of 53 - 53, there is an un­
certainty of sign in the definition of Ie- Using Eq. (12), 
one writes 

(17) 

Again, taking the plus sign, one arrives at the identity 

IH =Ip, (18) 

where Ip is the Pontryagin index. 

V. CONCLUSION 

It has been shown that, in two typical SU(2) theories, 
a single index is able to describe both the gauge field 
and the Higgs field topologies in Euclidean space- time. 
The noteworthy fact is that the Higgs asymptotic spaces 
have different dimensions in the two cases. Thus one 
can speCUlate that the phenomenon discovered might 
generalize considerably. In this respect, straightfor­
ward imbedding of SU(2} into higher-rank groups should 
present no difficulty. 
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The equivalence between the topological sectors as­
sociated with the vector and scalar fields highlights the 
underlying geometrical structure of spontaneously brok­
en gauge theories. Physical applications of this result 
to vacuum processes8 are under investigation. 
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APPENDIX 

The notation of differential forms has allowed the 
mathematical arguments in this paper to be presented in 
an elegant and compact manner. For the benefit of those 
readers who may be unfamiliar with the terminology, 
the rudiments of the theory of the differentiation and in­
tegration of forms will be described. 

Given a completely antisymmetric covariant tensor 
O"l'''''P of rank p, one defines the corresponding p-form 
o according to 

(Ai) 

The wedge product satisfies dx" /\dx" = -dx" /\dx" and 
obeys the obvious rules of addition and scalar multipli­
cation. 

From this p-form, one can define a (p + 1 )-form, dO, 
called the exterior derivative of 0, which is written as 
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1 00" ••• " dO=- 1 Pdx"/\dx"l/\ ••• /\dx"p 
P! ax" 

(A2) 

The integral IsO of 0 over some p-dimensional sur­
face S parametrized by the p coordinates \ 1

, ••. ,\p, is 
defined by 

(A3) 

For numerous physical applications of these formulas, 
Ref. 9 is recommended. 
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Topology of Euclidean Yang-Mills fields: Instantons and 
monopolesa) 
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We discuss the topological properties of the Yang-Mills fields from a unified point of view of the 
Wu-Yang global formulation. In four-dimensional Euclidean space, the gauge type is characterized by 
the second Chern class. The multi-instanton solution recently found by 't Hooft and generalized by 
Jackiw, Nohl, and Rebbi is discussed from this point of view. We also discuss the generalization of the 
topology of instantons and monopoles in higher dimensional spaces and the relation among them. 

1. INTRODUCTION 

Based on their consideration of nonintegrable phase 
factors, Wu and Yang1 proposed to generalize the no­
tion of gauge in such a way that it is independent of spe­
cific gauge field. A gauge is defined as follows: First 
one chooses regions Rl ,R 2 ,'" in space-time such that 
the union of R 1 ,R 2 ,'" covers the whole space-time, 
and then specifies gauge transformations gil for each 
overlapping region R j () R j' The gil is called the transi­
tion function. In each region R f , the gauge field A~{) is 
defined such that A ~i) and A ~j) are related by 

A~il(x) = gi}(x)A~j)(x )gi/(x)+ gj}(x)a,.gi /x) ( 1.1) 

for x E Ri () RIc A global gauge transformation consists 
of deformation of the regions Ri and of usual local 
gauge transformation for each A~o c The collection of 
gauges that can be globally transformed into each other 
is said to belong to the same gauge type. 

In the Abelian case, an advantage of this generaliza­
tion is that it enables us to accommodate the physics of 
Dirac monopole without string singularities< 2 The 
gauge types are characterized by the Dirac quantiza­
tion condition. 

As emphasized by Wu and Yang /' 2 this generalization 
corresponds, mathematically, to the description of the 
Yang-Mills theory on the general notion of fibre bun­
dle. 3

,4 The U(l) magnetic charges are proportional to 
the first Chern class number of a complex line bundle. 

The purpose of this paper is to extend Wu and Yang's 
bundle picture to non-Abelian Yang-Mills fields in 
higher-dimensional Euclidean spaces. As we shall see, 
the bundle picture is indeed suitable to analyze the 
topological properties of the multi-instanton solution. 
We then discuss the generalization of the topology of 
instantons and monopoles to arbitrary dimensional 
spaces and clarify their relationship. 

In the next section, the gauge types of the (singulari­
ty free) Yang-Mills field in four-dimensional Eucli­
dean space is discussed. It is shown that the second 

alwork supported by the National Science Foundation under 
Grant No. PHY75-07376 A01 and in part by the Research 
Foundation of the City University of New York under Grant 
No. 11118. 

b>On leave from Department of Physics, Hokkaido University, 
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1759 Journal of Mathematical Physics, Vol. 18, No.9, September 1977 

Chern class5 characterizes the gauge types. The mul-· 
ti-instanton solution is discussed in Sec. 3. In the final 
section, we discuss the generalization of the topology 
of instantons and monopoles to arbitrary dimensions. 
In this paper, we only consider the gauge fields; in 
bundle language, only prinCipal fibre bundle. The 
gauge group G is assumed to be semisimple. 

2. THE GAUGE TYPES AND THE CHERN CLASS 

We consider the Yang-Mills fields in compactified 
four-dimensional Euclidean space E 4

, which is confor­
mally equivalent to the four-dimensional sphere 54 em­
bedded in five-dimensional Euclidean space. 

First consider a subspace X of E4 + 00 = 54, 

Theorem 1: Let X be a subspace which has a count­
able covering and is contractible on itself to a point. 
Then there exists a global gauge transformation such 
that all the transition functions defined on the overlap­
ping regions in X become the identity transformation. 

It is known3 that any fibre bundle with a base space 
which has a countable covering and is contractible on 
itself is a trivial bundle. The trivial bundle (or product 
bundle) is a bundle which has only one coordinate neigh­
borhood. Therefore, there must be a global gauge 
transformation which satisfies the above property. 

Thus, locally the gauge type is always trivial. The 
compactified Euclidean space (54) is covered by two 
hemispheres Rl and R2 of 54, whose overlapping region 
is essentially 53 = E3 + 00. Since the hemisphere satisfies 
the assumptions of Theorem 1, we have the following 
result: 

Theorem 2: In the compactified Euclidean space, a 
gauge is characterized by chOOSing two regions Rl and 
R2 whose union covers the whole space and specifying 
the transition function g12 on the overlapping region Rl 
nR 2 (""5 3 =E3 + 00)0 

A simple example of these theorems is the Mobius 
band which is a fibre bundle with the base 51, the fibre 
a line segment, and the group a cyclic group of order 
two. If we only look at a portion of the Mobius band, we 
cannot discriminate the topological structure of the 
Mobius band from that of the nontwisted band. The 
"gauge type" of the Mobius band is characterized by 
dividing the band into two open bands and specifying the 
group elements for the overlapping region (i.e" the 
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identity transformation to the one end of an open band 
and the reflection transformation of the line segment 
to the other end). 

Next, we explain the following very important theo­
rem,' which is a basis of our work. 

Theorc/il 3: The gauge type in the compactified Eu­
clidean space S 1 is uniquely characterized by the homo­
topy class 7T 3(G) of the transition function g'2 as a map­
ping from S3 to the group manifold if G is arcwise con­
nected. 

Suppose that two transition functions gi~) and g1~) are 
of the same gauge type. Then there exist transforma­
tions g, (x) and g2(X) which are well defined on R, and 
R 2' respectively, such that 

gi~)(x) = g;'(X )gi~)(x )g, (x), xc R 1 (1 R 2' 

Since R, and R2 are contractible on themselves to one 
point and G is arcwise connected, g,(x) and g2(X) are 
homotopically equivalent to the identity transformation. 
Thus, g:~)(x) and gi~)(x) belong to the same homotopy 
class. Conversely, if gi~) and gi~) belonr; to the same 
homotopy class, g:~)-Ig;~) belongs to the trivial homo­
topy class. Then g:~)-'g~~) can be extended to a trans­
formation well defined on R I' Denote the extended 
transformation by g on R , . Consider the gauge speci­
fied by gi~). Perform the gauge transformation g(x) in 
R , . Then after the transformation, the transition func­
tion becomes gi~)(x). Thus the gauge specified by gi~) 
and gg) are of the same gauge type. 

If the group is not arcwise connected, the gauge type 
is uniquely characterized by the equivalence classes of 
7T 3(G) under the translation [""7T a(G) 1 of the fixed point.3 
Again a simple example is provided by the Mobius band, 
where the "gauge group" is the cyclic group of order 
two consisting of the identity transformation and the re­
flection of the line segment. The gauge type is charac­
terized by 7T o(G)=Z2' Thus there are two gauge types. 
The nontrivial one is the Mobius band, and the trivial 
one is the ordinary nontwisted band. 

As we shall discuss in the final section, from the 
point of view of fibre bundle, the topological character­
ization of both monopoles and instantons can be based 
on Theorem 3. 

We now introduce the gauge covariant field Fp.v: 

F"v= i"LAV - ovA" + [A" ,AvJ. (2.1) 

Theorem 4: Under the same assumptions as Theorem 
3, the gauge types are characterized by the second 
Chern class5 integrated over the whole space: 

(2.2) 

where 

~ = iF "..;ix" /\ d.,,<v' (2.4) 

To verify this, we need the well-known identity7 

c 2 = 3;7T2E""",a Tr(F p..,F ",a)d4x= (1/8n2)0"J" A, 
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J" A= E "v",a Tr(Avi) ot4a+ tAvA",Aa). 

Then we have 

(2.5) 

= homotopy class number 7T 3(g,2) of the transition 
function g'2 in the overlapping region R, n R 2• 

(2.6) 

This proves Theorem 4 because of Theorem 3. If 7T 3(G) 
=Z, the second Chern class number uniquely charac­
terizes the gauge types. Compare this theorem with 
Theorem 8 of Wu and Yang. ' 

Theorem 2 assures us that we can always arrange the 
gauge field on cOrllpactified Euclidean space to be sin­
gularity free by choosing, at most, two regions. How­
ever, for the gauge fields with a large Chern class 
number. it is practically convenient to provide regions 
more than two. (For an explicit example, see the next 
section.) Then the gauge type is characterized by the 
sum of the (suitably oriented) homotopy class numbers 
for each transition function. 

q = 6 (homotopy class number 
Ri"Rj of the transition functions gij) (2.7) 

3. TOPOLOGY OF THE MUL TI·INSTANTON SOLUTION 

First we summarize the solution of the Euclidean7 

SU(2) Yang-Mills field found by 't Hoofts and general­
ized by Jackiw, Nohl, and Rebbig

: 

/l . ..." = TJa"vov lnp, 

n A~ 

p= ~ (x _~)2' 
'=1 t 

where 
I 

TJa"v= E4a "v - ;fEabeEbep.v· 

(3.2) satisfies 

(0" W )w-I = hO"aTJap. v2x v /x2, 

W= (X 4 + iXa' O"a)/R. 

(3.1a) 

(3.1b) 

(3.1c) 

(3.2) 

(3.3a) 

(3.3b) 

Our convention is E4123 = 1. (3.1c) is a general solution 
of the equation 

(Up)/ p = 0, (3.4) 

which is equivalent to the self-duality condition7 on F p.v 

under the ansatz (3.1b). 

By using (3.3), (3.1) can be rewritten as 

A 1 ~ Ai ( )-1 p.= - - L ( )2 a ~Wi Wi , 
P i=1 X -Xi 

where 

Tamiaki Yoneya 
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The gauge covariant tensor F .. " is given by 

F -i ~(f' Af 
.. "- p t;;t (x _X

j
)4 

1 ~AiA1(x -Xj'X -Xj)) 
- p f.J (x _X

j
)4(X -X

J
)4 1}a,,"Ua ' 

(3.6) 

It is easy to see that F "" is not singular at x =XI' al­
though the gauge field (3.5) is singular at x =xi • This is 
because the singularities contained in (3.5) are only 
pure gauge. Therefore, each singularity can be elimi­
nated by an appropriate gauge transformation. For the 
study of global property of this solution, the formula­
tion of the last section provides an ideal framework. 

Divide space into n regions R 1 , ••• ,R" such that each 
region RI contains only one singular point x; and the 
overlapping regions meet only at infinity. We arrange 
the ordering of the regions so that the only adjacent re­
gions RI and R I+1 overlap. In each region R i , we define 
the gauge field 

(j) 1 "t Ai -1 At -1( ) -1 ) A" = - ~ ( )2W; B .. Wj - ( )2Wj B"w z w, Wi , 
P Z f.1 X - X Z x - X I 

(3.7) 

which has no singularity in Ri although Wj is singular 
at x=x I • For each overlapping region RI nRI+1(""S3) we 
specify the transition function 

(3.8) 

Then we have 

(3.9) 

We see that gi.i+l - 1 and A~iJ - 0(1/lx 12) as ix 1- "). 
This property conforms our 51 picture. The field A~i) 
give the field strength which is equivalent to (3.6) be­
cause it is related to the original singular form (3.5) by 
a singular gauge transformation 

(3.10) 

The global gauge type of this solution is characterized 
by the second Chern class number. By (2.7), we have 

q =~ (homotopy class number of gi.i+J 
i=l 

=/1-1 (3.11) 

since the homotopy class number (or winding number) 
of gj,l+I' as we shall see below, is one for each i. 
Choose a coordinate system such that the singular 
points Xi and X I +1 lie on the x 4(:=t) axis with ti> 0 and 
[i+l < O. For simplicity, first suppose that the overlap­
ping region RI n R I +1 is a thin hyperplane (or rather 
hypersphere S3 because of compactification) between 
f l +1 and i l • Then we have 

gj,i+l = {[1·2+ (t - tj+l)2][r2+ (f - f i FWl 

x [(t - tl +1 )(t - t 1)+ r2 - ix a • U a (t 1+1 - t j )] 

(r2=x~+x~+X;). (3.12) 

For any hyperplane between f i +1 and t i , we have 

gl. 1+1 - 1 as r - 00 

and 

1761 J. Math. Phys., Vol. 18, No.9, September 1977 

gl.i+1--1 asr-O. 

Thus, every point on the SU(2) group manifold is cov­
ered by gl. I+l(x) once and only once when x sweeps the 
hyperplane. The homotopy class number is one. Since 
any continuous deformation of the overlapping region 
induces a continuous change in gl. 1+1 as long as it does 
not crosS the Singularities of WI and W i +1 ; the homotopy 
class number for any overlapping region defined above 
is 1. 

The result q = Il - 1 was obtained by Jackiw, Nohl, and 
Rebbi by direct calculation of {2.2L Our derivation 
clarifies the intrinsic topological property of the solu­
tion. 

From this point of view, the occurrence of tunnelinglO 

from one classical vacuum to a gauge rotated one cor­
responds to the occurrence of homotopically nontrivial 
transition functions in some region of space-time. If 
we adopt this picture for tunneling, it is quite easy to 
modify the field configuration (3.5) which represents n 
instantons (or n anti-instantons) to a possible configu­
ration with any mixture of instantons and anti-instan­
tons by taking the inverse of the transition functions 
corresponding to "antitunneling." Of course, after 
doing this, the field configuration is not the solution of 
the field equations, while the action remains finite. We 
only give the simplest example of an instanton-anti­
instanton configuration, 

(3.13) 

where W32 = W2W;I W2 • (3.13) corresponds to two-transi­
tion functions g12 and g;1. It is of some interest to study 
the interaction between instanton and anti-instanton, 
which, however, is not the subject of this paper. 

Our picture that the vacuum tunneling corresponds to 
the homotopically nontrivial transition functions is 
equivalent to the description10 given by Jackiw and Reb­
bi and by Callan, Dashen, and Gross, if the overlapping 
regions are moved to infinity (or, in the S4 picture, to 
the "north pole"). The original BPST7 solution takes 
this form. In general Theorem 1 ensures that is always 
possible. Practically, however, performing such 
transformations is not Simple for the multi-instanton 
solution and may not be necessary. 

4. INSTANTONS AND MONOPOLES IN d-DIMENSIONAL 
SPACE 

The discussions of Sec. 2 can be extended to arbitrary 
dimensional space. Suppose that the d-dimensional 
Euclidean space is conformally mapped onto Sd. Then, 
Theorem 3 generalized to d dimensions shows that the 
gauge types of the singularity free gauge fields are 
characterized by the homotopy class, 1Ta_1 (G), of the 
tranSition functions defined on the overlapping region 
Sd-1. If the dimension is even, the homotopy class can 
be described by the (d/2)th Chern class5 defined by 

[( _11/2/(21Ti)d/2(d/2)!]6c/1"'Jd/2 ni1/\ 0 0 ,/\ n ld12 (4.1) 
11"'ld / 2 it Ja12' 
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where the summation is taken over all ordered subsets 
(ii"" ,id / 2 ) of d/2 elements from (1, •.. ,r) and all 
permutations (ji"" ,jd/2) of (i, ••• ,id /2), the symbol 
(j denotes the sign of the permutation, r is the dimen­
sion of the matrix of the gauge group. n is the curva­
ture form in matrix representation defined by (204). 
For a semisimple group, the proof is a straightforward 
extension of that for Theorem 4. If the dimension is 
odd, we have no characterization of the homotopy class 
1Td _

1
(G) in terms a/the curvature/arm. This is because 

any characteristic class expressible in terms of F /.IV 

must be an even form. 

Next, consider a (d - I)-dimension sphere in d-di­
mensional Euclidean space and consider the restriction 
of the Yang-Mills field on this subspace. Thus, we are 
considering a relative bundle3 of the original bundle. 
By applying Theorem 3 to this subspace, we conclude 
that the gauge of the relative bundle is determined by 
choosing two hemispheres covering Sd-1 and by speci­
fying the transition function for the overlapping region 
(""st-2L Hence, the gauge type of the relative bundle is 
characterized by 1T

d
_2 (G). If the dimension d is even, 

there is no characterization of 1Td _2(G) in terms of the 
curvature form because d - 1 is odd. If the dimension 
is odd, on the other hand, it is characterized by the 
[(d - 1)/2)th Chern class which is defined by (4.1) with 
d/2 being replaced by (d - 1)/2. It is a generalization 
of magnetic flux in three dimensions, which is the first 
Chern class for the U(l) bundle, to higher dimensions. 
It is easy to see that the integral of the [(d - 1)/2]th 
Chern class over the sphere 511

- 1 does not depend on the 
choice of the sphere as long as it does not cross a sin­
gularity. Thus. if the dimension is odd, the [(d - 1) 
/2)th Chern class can be used as a characterization of 
the gauge type. If the gauge field has nontrivial (Ii - 1) 
/2-th Chern class, its behavior at infinity is not pure 
gauge.ll Hence, we cannot compactify the space and the 
topology of the base space is different from Sl!. 

We define an instanton as a classical field configura­
tion whose nontrivial topological characterization is 
1T

d
_

1
(G) in d-dimensional Euclidean space. We define a 

monopole12 as a (possibly singular) classical field con­
figuration whose nontrivial topological characterization 
is 1T d _2(G) in d -dimensional Euclidean space. 

Thus, in our definition the appropriate pseudoparticle 
is the instanton if the space-time dimension is even 
and is the monopole if it is odd, as long as we require 
that the pseudoparticle be characterized by some topo­
logical charge in terms of F /.IV' 

The magnetic monopole in three dimensions is char­
acterized by 1T1(G)13 which, in Wu and Yang's termin­
ology, is the class circuit.1 It is well known that 
1T 1(SU(n)) = 0 and 1T 1(SO(n))=Z2 (n2:3). Therefore, there 
is no monopole in the SU(n) Yang-Mills theory in three 
dimensions according to our definition. In fact, the 
first Chern class identically vanishes for SU(n). For 
SO(n), in general, there is no characterization of 
1T 1(SO(n) in terms of the curvature tensor, while there 
are only two types of class circuits which cannot be 
globally transformed into each other. For SO(3), this 
was explicitly demonstrated by Wu and Yang.1 If we 

1762 J. Math. Phys., Vol. 18, No.9, September 1977 

consider the generalization of magnetic monopole to 
five-dimensional space, 1T 3(G), and hence the second 
Chern class is the topological characterization of the 
monopole. It is known3 that 1T 3(SU(n)) = 1T 3(Sp(n)) =Z for 
n2:2 and 1T 3(SO(n»=Zforn:<55. [WenotethatforSO(n) 
the first Pontjagin class5 is the appropriate characteriza­
tion of the monopole in terms of the curvature tensor 
in five dimensions.] Then, the five-dimensional mono­
pole may have infinite number of gauge types. This is 
also true for the four-dimensional instanton. 

After the completion of this work, the author came to 
know, at the "Five Decades in Weak Interaction" Sym­
posium (City College, Jan. 21-22, 1977), that Profes­
sor C. N. Yang generalized the monopole to five-dimen­
sional space and obtained spherically symmetriC clas­
sical solutions. 
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Notes on the symmetries of systems of differential 
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The concept of symmetry of the solutions of a system of differential equations is clarified. The functional 
character of the symmetry transformations is stressed in contrast with the pointlike character of the 
ordinary transformations considered by Lie. It is shown that any differential equation of arbitrary order 
possesses infinitely many symmetries. in strong contrast with a general theorem denying the existence of 
point like transformations of symmetry for an arbitrary differential equation of order greater than one. The 
relevance of local differential symmetries in theoretical mechanics is discussed. and some unsolved 

questions are raised. 

I. INTRODUCTION 

In a recent paper' Anderson et al. briefly discussed 
the great usefulness of introducing general transforma­
tions of the kind: 

xi=fi(x,u, &/11, &1&pU,' • '), 

uj =gj(x,u, alu, a l &pl1,' •• ), 

i,l,p=l, ... ,m, j=l, ... ,n, 

in the framework of the partial differential equations 

(1) 

P k(x,u,8 iu,8 i 8/1l,' 0 ·)=0,1<=1, ... ,11, (2) 

xu' .. ,xm being the independent variables and uu' .. ,un 
being the unknown functions. 

The transformations (1) are important in the context 
of nonlinear wave phenomena, solitons, etc. 2 

We give additional information concerning the rele­
vance of the transformations (1) for the particular case 
of the theory of ordinary differential systems (Sec. IV) 
and classical mechanical systems (Sec. V). We shall 
see that transformations similar to (1) arise in a natu­
ral way when studying the symmetries of a system of 
ordinary differential equations (Secs. II and III). These 
symmetries were first considered by Lie3 in a more 
restricted framework than the one presented here. 

II. THE SYMMETRIES OF A SYSTEM OF 
DIFFERENTIAL EQUATIONS 

Assume that we are given a certain system of ordi­
nary differential equations, 

x being the independent variable, Yu'" 'Yn the un­
known functions, and y:S1 , ... ,y~Sn the derivatives of 
maximum order appearing in (3). 

We shall call symmetry of (3) any prescription or 
rule S permitting us to transform anv generic solution 
Y1(X), .. . ,Yn(x) of Eq. (3) into anothe~ solution soY/(x), 
i = 1, ... ,n, of Eq. (3). That is, S is an operator whose 
domain of definition is the set 5 consisting of the for­
mal solutions of (3). 
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By defining the composition of symmetries Sl and S2 

in the standard way, it is obvious that the set S of all 
the symmetries of (3) is an abstract monoid (semi­
group with identity). 4 

The symmetries considered by Lie in relation to the 
differential equations were of a very restricted kind. 
In fact, for the case of a single differential equation, 

D(X,y,y', ... ,y<n) = 0, (4) 

he only considered the possibility of transforming the 
solution of (4) by infinitesimal transformations of the 
kind 

X=X+E1J(X,y), y=y+E8(x,y), (5) 

together with the obvious transformations induced by 
(5) on the successive derivatives y', y",' . '. In short, 
Lie only considered the symmetries of (4) induced by 
infinitesimal point transformations between the x and y 
variables. 

On the other hand, the symmetries that we are speak­
ing about have nothing to do, in general, with pointlike 
transformations, since they have as domain the func­
tional space of the solutions of (4). 

Before proceeding, it is useful to give examples of 
differential equations admitting symmetry transforma­
tions that cannot be reduced to the infinitesimal form 
(5): The linear differential equation 

y'=F(x)'Y, (6) 

F(x) being a periodic function of period T, obviously 
admits the global symmetry 

SToy(X) = y(x + T) , 

which, of course, has no infinitesimal counterpart. 

A much more significant example is furnished by the 
transformation 

Sdoy(X) = y'(X) , 

which is, of course, a symmetry possessed by the so­
lutions of any linear and homogeneous differential equa­
tion with constant coefficients an, 

(7) 
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One can, of course, be led (for a concrete differen­
tial equation) to a very complicated prescription giving 
the analytical description of a symmetry. For in­
stance, a recipe such as 

S K O y(X) = fox K(x, y(x + 1), y'(X - 2), ... , y (n(x 2»dx, (8) 

could arise as a possible symmetry of the solutions of 
a particular Eq. (4). In order to avoid the difficulties of 
treatment of the global symmetries like (8) we shall 
confine our attention to the study of a particular sub­
class Sd of symmetries: the local differential symme­
tries. 

III. THE LOCAL DIFFERENTIAL SYMMETRIES 

In the following we shall consider that (3) can be 
written in the canonical form, 

i=l, ... ,n. 
(9) 

A symmetry of (9) will be called local differential if 
the prescriptions used in order to transform any solu­
tion of (9) have the form 

Yi oofi(X;Y"", y:s,.,; ... ;Yn;'" ,y~S".,), 

x=!o(x;Yu'" ,y{Sl·,; ... ;y", ... ,y~Sn·'). 

That is, given any solution <Pl(x), .. . ,<pn(x) of (9) we 
have to substitute, in (10), Yu y~, . .. , y~Sn·' by <p,(x), 
<p:(X) , •.. , <p~Sn·'(x); in that way we get 

The transformed solution 'l',(X) , ... ,'l'n(x) is now ob­
tained by elimination of the x variable between Eqs. 
(11). 

(10) 

(11) 

At this point the reason why we have not introduced 
higher derivatives of y" ... , y n into (10) should be 
clear: Had we done this, the differential equation (9) 
would reduce this apparently more general prescription 
to the prescription given by Eqs. (10), just by substitut­
ing y~ti (for any ti ;, Sj) by its value obtained from (9). 

In order to get the transformation formulas for the 
derivatives dy/ dx, . .. , dy,/dx, ... , dny/ dx", one 
simply has to differentiate Eqs. (10), taking into ac­
count the dynamical equations (9) every time that in the 
process of differentiation a derivative Vjti (Ii;' Si) ap­
pears. 

IV. MATHEMATICAL CONSEQUENCES OF THE 
LOCAL DIFFERENTIAL SYMMETRIES 

It is well known6 that every first order differential 
equation 

Y' = F(x, Y) (12) 

admits infinitely many monoparametric groups of 
transformations having the infinitesimal representation 

x=x+ E1)(X, y), y = y + E8(x, y) , (13) 

so that by means of (13) any solution of (12) is trans­
formed into another solution of (12). 

We point out that the monoparametric group structure 
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of (13) is not necessary. In fact, a monoparametric 
monoid structure is sufficient. 7 The reason for always 
speaking, in this context, of monoparametric groups 
of transformations is that it can be shown? that any 
monoparametric monoid of pointlike transformations 
such as (13) contains, automatically, the inverse of 
every transformation contained in (13). 

In contrast with the above result concerning the first 
order differential equations, a differential equation of 
order n> 1 only exceptionally admits continuous groups 
of transformations. In particular, if a second order 
differential equation admits continuous groups of sym­
metries like (13), these monoparametric groups generate 
a continuous Lie group having no more than eight pa­
rameters.8 This i.s what happens to the differential 
equation: 

y" =: 0 , 

admitting the projective group of the (x,:V) plane as a 
group of symmetries which possesses just eight essen­
tial parameters. 

A second order differential equation not admitting an 
infinitesimal transformation like (13) is 

(14) 

Indeed, we get from (13), to the first order in E, 

=y'+EO!(X,y,y!") , 

_If dy' ( ) 
Y '= dx 15 

'= y" + E [8, xx + (28, xy - 7), Xx)y' + (8, yy - 27), x,)y/2 

-"I), y,' yl3 _ 31),,' y" y" + (e, y - 27), x), )I"] 

= y" + E/3(X, y, y' , y W) , 

B,,,,8,y,8 lXX"" being the partial derivatives au/ax, 
ae/ay, 82e/8;.:2,' . '. 

If (13) is a symmetry, we must have 

To the first order in E, Eq. (16) gives 

f3 = 2Xl) I- 2,,8. 

(16) 

(17) 

By substituting (15) into (17), taking (14) into account. 
and equating the different powers of ,,' to zero, we im­
mediately get: 

e,yy-21),XY=0, (18) 

28, xy - '1), xx - 3(X2 + y2)T), y'" 0, 

B, xx+ (e, ,. - 2'1), xl' (x 2 + y") - 2xIJ - 2)" B= O. 

It is now very easy to show" that Eqs. (18) only possess 
the unique trivial solutions: 

e(x, y) '" T)(x, y) =' 0 . 

Note that (13) is nothing more than the infinitesimal 
form of a monoparametric monoid of transformations of 
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the type in (10) for the particular case of n = 1 and s, = 1. 
Similarly, the differential equation in (14) is a particu­
lar case of (9), obtained with n= 1 and S, = 2. For this 
particular case, the infinitesimal form of a monopa­
rametric monoid of transformations of symmetry is 
suggested by Eq. (10) with n= 1 and s, = 2, that is 

X==X+E1)(X,y,y'), y=y+E9(x,y,y'). 

From (14) and (19) we easily get 

dy (de d1)) dx=Y'+E dx -y'dx =y'+EO!(X,y,y') , 

== y" + E{3(X ,y,y'), 

where 

To the first order in E Eq. (16) reduces to 

(3(x, y,y') = 2x- 1)(x, y, y') + 2Y' e(x, y, y') , 

(3(x, y, y'l being defined by Eqs. (20) and (21). 

(19) 

(20) 

(21) 

(22) 

In contrast with (17), Eq. (22) is now a single partial 
differential equation of the second order relating the 
two functions 1](x,y,y'} and e(x,y,y'). It is obvious that 
a similar partial differential equation for 1] and e can be 
obtained for any differential equation of second order, 

Y" = F(x, y, y'l. (23) 

Since a second order partial differential equation like 
(22) has infinitely many solutions, we get, for arbitrary 
second order differential equations like (23), a result 
similar to Lie's3,6 concerning the first order differen­
tial equations: The existence of infinitely many mono­
parametric monO ids of local differential symmetries 
for any second order differential equation. The only 
difference, in relation with Lie's results, is that the 
infinitesimal transformations admitted here are of the 
type in (19) instead of the particular type in (13). 

The above conclusion for an arbitrary second order 
differential equation can be obviously extended to sys­
tem (9) by substituting (10) by the infinitesimal counter­
part, 

Yf '" Yj + E1]j(X, Yl1' .. ,y:s,-l; ... ; Yn" .. ,y~Sn-1) , 

X =X + Ee(X, Yl1' .. ,yf' -'; ... ; Yn" .. ,y~Sn-l) . 
(24) 

From all this follows a similar behavior for any kind of 
differential equation or system of differential equations 
(with independence of its orders) in relation to the num-
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ber of symmetries admitted by the set 5 of its solu­
tions, In fact, as we have briefly explained, any sys­
tem (9) admits infinitely many monoparametric monoids 
of transformations (24) acting on S. The differential 
systems with s, =' •• = sn = 1 are not, therefore, privi­
leged in relation to the number of symmetries admitted 
by 5. The only privilege is that (24) reduces to a 
monoparametric group of pointlike transformations 
when Sf= 1. 

V. THE LOCAL DIFFERENTIAL SYMMETRIES IN 
THEORETICAL MECHANICS 

It is known that the differential equations of many 
problems of classical mechanics can be cast in the 
form 

d('OL\ OL 
dt oql}=ilqj' 

n being the number of degrees of freedom and 
L(qi,qj,t) being the Lagrangian. 

Writing (25) explicitly, we have 

n il 2L.. il 2L . (j2L ilL 
"" -.-.-qj+-'-Q-qj+-Q-'-"'-Q-' it 'aqjBqj ilqi"qj t.lqjilt t.lqj 

and assuming that in a certain region 

we can write Eqs. (26) in the canonical form 

Qj=Fj(q"", ,qn;q,,··· ,tin,t). 

(25) 

(26) 

(27) 

Therefore, as we have explained in Sec, IV, the local 
differential symmetries associated with (27) will adopt 
the global form 

qj = fi(q,,· .. ,qn; q" . .. ,qn; t) , 

T=!o(q" , ., ,qn;q,,··· ,tin;t) , 

or the infinitesimal form 

Qj=q/+E1/ j (q!> ... ,qn;.]!>··· ,qn;t), 

T=H-Ee(q" ... ,qn;q" ... ,qn;t), 

(28) 

(29) 

which are usually referred to (by the physicists) as dy-
namical symmetries. 

Two important kinds of transformations like (29) 
seem to have been used in the context of the Lagrange 
formulation of classical mechanics. Indeed, it is known 
that for the isotropic harmonic oscillator and for the 
Kepler problem, the additional first integrals 

; .... 1,,1 = cikql +q"ql 
k,l::=l g 2,3 

and (30) 

qA(qAq) -q/q, q= (ql,q2,q3) 

are reiated10 with the gauge symmetries of L under the 
transformations 

(31a) 

and 

(31b) 
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which give, for the corresponding Lagrangians 

L=q2/2 _q2/2, L'=q2/2+1/q, 

the variations 

5L=-E:t (qlqk) , 5L'=E:t(~)' 

(32) 

(33) 

What is still more important, it can be shownll that if 
F(t, qt ... ,qn' q H ••• ,iJ.n) is a first integral of (25), then 
the family of transformations 

(34) 

is a gauge symmetry of the corresponding L, where the 
functions TJ j are given by the linear system 

n o2L ' . 
La'TTJi= -oF/oqj' 
i=l q i q j 

(35) 

This is, indeed, a very nice result connecting the first 
integrals of systems of differential equations like (25) 
(with !o2L/oQioQj! ;to) with the infinitesimal gauge sym­
metries of L. This result shows, as well, that the 
symmetries of the formal type (29) are very useful to 
physiCists. Nevertheless two warnings should be taken 
into account: 

1. A gauge symmetry of L, like the one given by (29), 

is not in general a dynamical symmetry of the differen­
tial equations (25). In the particular case of systems 
like (25) it is known that every pointlike transforma­
tion, 

qi =gi(Qi, i), t= t, (36) 

acting on the points of the configuration space, converts 
the differential equations (25) into another differential 
system equivalent to the Lagrangian system associated 
to V. 

If, in addition, transformation (36) is such that 

L'(Qi,(Ji,t) = L(Qi' Q;, t) + :, "(Qj, t), (37) 

then it is obvious that (36) is not only a gauge symmetry 
of any L, but it is, as well, a dynamical symmetry of 
the solutions of (25). Indeed, in the new coordinates 
Qt" .. , Q n the new equations of motion are equivalent to 

!!...(&~') _ aL' = 0 
dt aQj aQi ' 

(38) 

and by (37) the Eqs. (38) take the form 

!!...(aL) _ aL = 0 
dt'-OQi aQi ' 

as we desired to prove. 

This particular coincidence of a gauge symmetry and 
a dynamical symmetry should not induce us to think in 
the existence of a general relation connecting these two 
completely different kinds of symmetry; the dynamical 
symmetries are not pointlike transformations [although 
in particular cases, such as (36) when Eq. (37) is ful­
filled, they can be induced by pointlike transforma­
tions] , but functional transformations acting on the set 
5 of all the solutions of a given system of differential 
equations. They, therefore, have nothing to do at all 
with the gauge symmetries of a certain function L (in 
general not observable, neither in classical nor in 
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quantum mechanics) eXisting only for a very restricted 
class of differential equations. These essential differ­
ences, frequently not clearly stated, do justify why the 
relationships (if any) connecting the monoparametric 
monoids of local differential symmetries and the first 
integrals of a general system of differential equations 
are still unknown. 

2, We should not be induced to confuse the transfor­
mations (29), together with the transformations, 

induced by (29) on dq/dl, ... ,dq/dt, with pointlike 
transformations on the "i-phase space" of coordinates 
(q 1) ••• ,qn; q II •.• ,q n; t), The canonical and canonoid 
transformations 12 are, as well, pointlike transforma­
tions acting on the standard phase space of classical 
mechanics and should, accordingly, be clearly dis­
tinguished from the prescriptions (29) and (39), having 
no meaning at all when acting on a single point 
(qll' . , ,qn; <ill' . , ,(in; f), This essential difference, as 
we have explained, does not preclude the possibility 
that a particular symmetry of Eq. (27) could be induced 
by a canonoid transformation, 

(40) 

in the case that the new Hamiltonian [(, obtained from 
(40), is equal [up to a functionf(tll to the old Hamil­
tonian H(q,J), t) when written in the form H(Q,P, l); that 
is, 

[(((-i, P, l) '" H(Q, F, t) +f(/). (41) 

In this case it is obvious that the canonoid transfor­
mation (40) changes any solution q(t), /)(1) of 

. aH. 8H 
qi= api Pi~ - O(i; , 

into a new solution Q(t), P(t) of the same Eqs. (42), 
since we have 

and because of (41), Eqs. (43) take the form 

. BH . 8H 
Qi=~' Fi= - Be'.' 

, ~t 

(42) 

(43) 

(44) 

At this point it is very easy to understand why the 
connection between monoparametric groups of dynam­
ical symmetries and first integrals of f[encyal systems 
of differential equations is, geometrically at least, far 
from being clear, Indeed, the t-phase space associated 
with a general (not necessarily Lagrangian) system of 
differential equations like (27) has topological dimen­
sion 211+ 1. The first integrals of (27) are manifolds of 
dimension 2n. On the other hand, given a solution qi(t) 
of (27) and a monoparametric group of dynamical sym­
metries of (27), the action of this group on appropriate solu­
tion q i(t) generates a partition of the t -phase space into 
two-dimensional manifolds, that can be labeled by the 
local parameters t and the parameter E: labeling the 
elements of the monoparametric group of symmetries. 
Therefore, unless n ~ 1, the partitions of the t -phase 
space (qu ... ,qn; qll ... ,qn; t), defined by giving a first 
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integral of a general system of differential equations 
and by giving a monoparametric group of dynamical 
symmetries admitted by the system, have nothing to do 
with each other. The reciprocity eXisting, at least for 
the Lagrangian systems, between first integrals and 
dynamical symmetries, 11 appears, therefore, as a very 
striking fact which should be studied more in order to 
further clarify this striking connection. 

In the case n= 1 (mechanical system with one degree 
of freedom) the dimension of the partitions defined by a 
first integral and by a monoparametric group of sym­
metries of the differential equation, 

(45) 

coincide. It is very interesting to remark that this seems to 
be not a purely fortuitous fact, of purely geometrical na­
ture, having no other dynamical consequences. In fact, 
Havas13 has shown that any differential equation like 
(45) is equivalent (has the same solutions) to other dif­
ferential equations that can be obtained from a Lagran­
gian. 

VI. CONCLUSIONS AND FINAL REMARKS 

The natural way in which the local differential sym­
metries arise, in the framework of the differential sys­
tems, has been stressed. We have pointed out the con­
ceptual differences between a dynamical symmetry and 
an ordinary pointlike transformation in configuration or 
phase space. We have given examples (Sec. II) showing 
that the richness of the dynamical symmetries is by no 
means exhausted by the local differential symmetries. 
The unifying role played by the local differential sym­
metries, as providing us with infinitely many transfor­
mations for any differential equation of arbitrary order 
(and not just for the first order differential equations, 
like in Lie's approach) has been emphaSized. The rel­
evance of the local differential symmetries in the 
framework of the Lagrangian systems of differential 
equations has been discussed. We have seen that there 
are still some questions to be answered: the connec­
tion, for general systems of differential equations, be­
tween monoparametric families of dynamical symmetries 
and the existence, or not, of an associated first inte­
gral. This connection should be clarified, not only in 
the context of the local differential symmetries, but 
for more general monoparametric monoids of general 
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dynamical symmetries, not implementable by trans­
formations such as (29). In this general case, one ob­
viously needs a previous generalization of the concept 
of first integral, as a functional F such that for any so­
lution q 1 (t), ... ,q n(t) of (27) and for any time t, the 
number obtained by the prescription F defining the 
functional, 

is a constant. That is, 
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It is shown that the boost matrix elements of SO(3, I) obtained by Smorodinskii and Shepelev can be 
written as a sum of two Fourier series, whose coefficients are Clebsch-Gordan coefficients of SO(3) with 
complex angular momenta and magnetic quantum numbers. Moreover, the second term is equal to zero for 
all representations of the principal series except the most degenerate case. The connection bet ween our 
expression and the spherical functions of Dolginov and other authors is explained. It is also noted that 
there are two ways of writing the boost matrix elements of SO(3,1), ditTering from each other by a phase 
factor. A proof for the orthogonality relation of the representation functions of SO(3, I) is given in the 
Appendix. The Clebsch-Gordan coefficients of SO(3,1) for the principal series in the general case 
(CT,V,)X(CT,V,)--'(CT,VI) are obtained as X functions with complex angular momenta. An integral representation 
for these X functions is obtained. It is shown that the CG coefficients of SO(3, I) have a multiplicity-two 
problem. A solution to the multiplicity-two problem is presented. 

1. INTRODUCTION 

The subject of the representation function, or more 
simply the boost matrix elements, and the Clebsch­
Gordan coefficients (CGC) of SO(3, 1) has been treated by 
many authors, We offer here a list, which is by no 
means exhaustive, of previous work done on these two 
subjects. For the boost matrix elements of SO(3, 1), 
work has been done by Strom,I-3 Duc and Hieu,4,5 Verdiev 
and Dadashev,6 Sciarrino and Toller/ Anderson, Raczka, 
Rashid, and Winternitz, B Makarov and Shepelev, 9 S~oro­
dinskii and Shepelev,lO and Smorodinskii and Huszar. ll 

For the Clebsch-Gordan coefficients, work has been 
done by Naimark,12-14 Dolginov and Toptygin,15 Dolginov 
and Moskalev,I6 Anderson et al.,8,17 Klink/8 Gavrilik, \9 

Bisiacchi and Fronsdal,20 Bamberg,zl Verdiev, 22 and 
Verdiev, Kerimov, and Smorodinskii. 23 

In the case of the boost matrix elements of SO(3, 1) 
there are basically two ways to calculate the d matrix. 
These two ways are what Strom calls the infinitesimal 
method and the global method. The first one is to ex­
press the infinitesimal generators as differential opera­
tors and then solve a partial differential equation for a 
particular representation. Then one can use lowering 
or raising operators,2'1 or solve recurrence relations, 
to obtain the general representation matrix. The second 
method is to write the d matrix as an integral repre­
sentation and perform the integration. The final results 
so far obtained are all expressible as a summatlon over 
two variables. With the exception of Smorodinskii and 
Shepelev, \0 there are two points about these expressions 
which we think can be improved upon. The first point is 
that these expressions are unrelated to the d matrix of 
SO(4), which, as Freedman and Wang25 have shown, is 
expressible as Fourier series with SU(2) CG coeffi­
cients. The boost matrix elements of SO(3, 1) should be 
connected to those of 80(4) by analytic continuation, but 
this paint had not been made clear until Smorodinskii 
and Shepelev's work. The second point is that the vari-
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ous expressions lack an underlying structure. Thus 
they cannot be easily transformed from one to the other. 
They are unrelated to angular momentum theory, which 
is well understOOd, and as a result it is very difficult to 
extract symmetry properties from these expressions 
unless one applies complicated mathematical theories 
about hypergeometric functions. With regard to the first 
point, we think that Smorodinskii and 8hepelev have 
made progress in showing that the boost matrix ele­
ments of SO(3, 1) can be analytically continued to the 
SO(4) d matrix of Freedman and Wang. However, it is 
our purpose to show that the expression obtained by 
Smorodinskii and Shepelev can be further improved 
upon, thus making closer contact between the boost ma­
trix elements of SO(3, 1) and angular momentunJ theory 
with complex j and /no With regard to the second point, 
we show that the boost matrix elements can be written 
in terms of CGC of SU(2) with complex) and YIl, which 
is a direct analytic continuation of the CGC obtained by 
Racah. 26 Thus the symmetry properties of the boost 
matrix elements can be easily derived from the known 
symmetry properties of the CGC of SU(2)" 

In summary we offer the following three points as ad­
vantages possessed by our expression. L The boost 
matrix elements of 80(3,1) are expressed as a Fourier 
series whose coefficients are CGC of SU(2) with complex 
j and iiI, This shows immediately that it is an analytic 
continuation from SO(4). It reduces the summation vari­
able to one, simplifies the expression, and gives a 
meaning to the summation index, i.e., as the summation 
index for a Fourier series, 2. Its symmetry properties 
can be easily read off from lhe well-known symmetry 
properties of the CGC of 8U(2), or the analytic continua­
tion thereof. 3. We can use the expression of the d ma­
trix of SO(3, 1) to pro\'e ella t the CGC of SO(3, 1) are an­
alytic continuations i)J: X functions. This will be demon­
strated in Sec. 4. We are thus able to show that there is 
a multiplicity-two problem connected with the CGC of 
SO(3,1), which, as far as we know, has not been men­
tioned by previous authors. A solution to the multiplic-
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ity-two problem is presented in Sec. 5. 

For the CGC of SO(3, 1), the basic work was done by 
Naimark. '2 - 14 However, his expression is in terms of 
the basis functions of SL(2C), F oVlm(U) or fovlm(Z), and 
not in terms of angles, and therefore it is not clear how 
the CGC of SO(3, 1) are connected with X functions with 
complex angular momenta. Dolginov and Toptygin'5 and 
Dolginov and Moskalev '6 succeeded in re-expressing 
Naimark's result in terms of the spherical functions of 
SO(3, 1) and thus obtained the CGC of SO(3, 1) for the 
tensor product (a,O) x (a20)- (a30), in terms of X func­
tions with complex angular momenta. Other authors, 
such as Bisiacchi and Fronsdal,20 Bamberg,21 and 
Domokos,27 have treated the same particular case, for 
v, = v2 = V3 = 0. Anderson, RllLCzka, Rashid, and Winter­
nitz have obtained general expression for the CGC of 
SO(3,1). Their formula is quite complicated, the most 
general one containing a summation over 11 variables. 
Moreover, the expressions they obtain are products of 
two CGC and are therefore doubly lengthy. Gavrilik '9 

used the same technique to obtain CGC for the principal 
and supplementary series. Verdiev, Kerimov, and 
Smorodinskii23 obtained general expressions for a single 
CGC. However, their expression is in terms of "spinor 
basis" with labels pJt rl1l. In order to transform the spin­
or basis to the canonical basis pJtJJU, one has to multi­
ply the results further by CGC of SO(3) with complex j 
and 11l. We have obtained an integral representation for 
the CGC of SO(3, 1), using techniques similar to those of 
Dolginov and Moskalev '6 and Verdiev et al.,23 but direct­
ly in terms of the canonical basis, i.e., in the decompo­
sition SO(3, 1) ~ SO(3) ~ SO(2). Moreover, we have sim­
plified the original expressions of Naimark which were 
used by Verdiev et a1. 23 by omitting a phase factor, 
thereby reducing the CGC expression to a simpler form. 
Also Verdiev et at. did not succeed in obtaining the CGC 
as a product of CGC of SU(2), while we have succeeded 
in doing so. 

The previous authors have not shown that the CGC of 
SO(3,1), in the general case, is an analytic continuation 
of X functions from SO(4), though they have indicated 
that this can be done by looking at the recurrence rela­
tions of the CGC of SO(3, 1). We shall given an explicit 
demonstration in Sec. 4 that the CGC of SO(3, 1) are an­
alytic continuations of X functions from SO(4), based on 
the results of Sec. 2. Finally none of the previous au­
thors, including Naimark, have indicated the possibility 

2. THE BOOST MATRIX ELEMENTS OF SO(3, 1) 

of a multiplicity-two problem in the CGC of SO(3, 1). 
However, we show that the multiplicity-two problem ex­
ists in the decomposition of two tensor products of the 
irreducible representations of the principal series for 
the following reasons. 1. Just as in the case of SO(2, 1) 
there is a multiplicity two problem in the tensor pro­
duct j 1 X j2- J3' where j "j2,j3 all belong to the continuous 
series, because of the existence of two unitarily equiv­
alent representations, so also in the case of SO(3, 1) 
there should be a multiplicity-two problem in the tensor 
product (a,v,) x (a2v2 ) - (a3 v3 ) because of the existence of 
two unitarily equivalent representations (a v) and (-2 
- a, -v). In fact the multiplicity problem is the rule, 
rather than the exception, in the tensor products of uni­
tary representations of noncompact groups. 2. The 
previous authors considered mainly the case v, + v2 + V3 

= nonnegative integer. However, for the most general 
case, one should allow v to take negative values as well. 
3. Looking' at the formula for the CGC of SO(3, 1), we 
see that it is obviously a complex quantity with ip ap­
pearing at many places. We shall then show that the 
multiplicity-two problem is connected with the complex 
conjugate of CGC expressions. 

In Sec. 2 we show that the boost matrix elements in 
the canonical decomposition SO(3, 1)::> SO(3) ::>SO(2) can 
be written as two Fourier series whose coefficients are 
CGC of SU(2) with complex arguments. However, with 
the exception of the most degenerate case, i.e., d~~o(e), 
the second term vanishes for all representations of the 
principal series. The continuation to SO(4) according 
to Freedman and Wang is indicated. For the spherical 
functions of SO(3, 1) we show how our expression is con­
nected with the work of Dolginov and others. We also 
note that there are two ways of writing the boost matrix 
elements, differing from each other by a phase factor. 
This corresponds to two ways of writing the matrix ele­
ments of the g'enerators of SO(n, 1), as painted out by 
Wong and Yeh.28 The proof for the orthogonality and 
completeness relations of the boost matrix elements is 
given in the Appendix. 

In Sec. 3 we obtain an integral representation for the 
single CGC of 80(3,1), basedontheworkofNaimark '2 - 14 

and Dolginov, 15.16 and similar to the technique used by 
Verdiev et az. 23 but with some Simplifications. In Sec. 
4 we show that the CGC of SO(3, 1) are analytic continua­
tions of X functions from SO(4). In Sec. 5 we solve the 
multiplicity-two problem for these coefficients. 

Since the expression we obtain is a modification of Smorodinskii and Shepelev's, we use the same notation for the 
labels of the boost matrix elements. Thus the irreducible representations are characterized by a and v where rJ 

= -1 +ip, p continuous real and v integral or half-integral. The representations (a, v) and (-rJ - 2, -v) are unitarily 
equivalent, while (a, v) and (-(J - 2, - v) are the complex conjugates of each other. 

Derivation of d3::'J,(8) 

Start with Eq. (4) of Smorodinskii and Shepelev '° and complete the contour with an infinite semicircle in the right 
half-plane of t. USing Stirling's formula for the asymptotic behavior of the gamma function, one can easily check 
that the integral vanishes on the infinite semicircle. The contour from -k - ioo to -k + ioo should be so chosen that 
all poles of the form r(a + t) lie on the left of the contour. We then obtain two series of poles, with the result 
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dJ:'J, (e) 

= (_1)2J+2m r(2J + l)(2J' + I)(J -m)! (J -v)! (J' - m)! (J' -v)! J'/2 eS(O-v-m) 1 
L (J + m)! (J + v)! (J' +m)! (J' + v)! r(-J + m)D(-J' +m)(J - m)! (J' - m)! 21Ti 

xI-~+jro dt r(m+v+l+t)r(-t)e-2sl~ r(-J+m+d)r(J+ m+d+l)r(d+a -v+l-t)r(-J'+I1l+d') 
-k-loo d,d' 

x red' + m - a + t)r(J' + m + 1 +d')[d! red + m - v + l)r(d + m + a + 2)d'! red' + m - v + l)r(d' + m - a )r' 
_ 1 f(2J + 1) (2J' + 1)(J +In)! (J -v)! (J' +m)! (JI - v)! J1/2 eS(O-v-m) 

- [em - v)!J2 l (J - m)! (J + v)! (J' - Ill)! (J' + v)! rem - a )r(m + a + 2) 

x 2: r (m+v+l+t)r(m-a+t) -,- e-2Gl r(a -v+l-t)3F2(a -v+l-t,-J+m,J+m+lim-v+l,m+a+2) 
{ 

'" (_1)1 

I~O t. 

X 3 F z(m - a + t, -J' + m, J' + m + 1 i In - V + 1, In - a) 

ro I' 

+ 2:: rem + a +2 +t')r(rn -v+ 1 +t') (-~) e-Z9 (t'+o-V+l)r(_t' - a + v-I) 
I' ~o t ! 

x 3 F 2(-J + In, J + In + 1, -t'; Tn - V + 1, Tn + a + 2) 3 F 2(-J' + In, J' + Tn + 1, m + t' - v + 1; /fl - V + 1, In - a)? • (2.1) 

Next we define CG coefficients from Racah's expression/6 i.e., 

C (j, )2 j) = (_1/ , -m, [ (2j+l)U,+j2-J)!(j2- m?)!(j+m)!(j,+IJl,)! J'/2 

m 
(J,+j2+j+l)I(j,-j2+j)!(-J,+j2+j)I(j2+Tn2)1(j-m)!(j,-m,)! 

I'n, m 2 

x [(j + j 2 - Ill,) lj / ". .. .' 
(

. . )' 3F 2(J,+Ill , +I,-.l+m,-],+m"-J-h+ IIl ,,h-)+IIl,+I) 
h-)+m, . 

(2.2) 

so that 

c(J 
m 

i(a-v) i(a+v) )=(_I)'_m[(a+v+1)(J-V)!(a-v-t)!(l+m+V)I(J+m)IJl/2[~-1ll)!] 
l-i(a-v) l+nl-i(a-v) (J+a+l)!(J+II)I(a-J)lll(a-l- In)I(J-m)! (m-v)l 

X 3 F 2(J + III + 1, In + t - a, -J + Ill; In - a, m - v + 1) (2.3) 

[note that Barut and Wilson29 recently derived Eq. (2.2). However, there is a factor (11 + m,)! /(1, - m)! missing on 
the right-hand side of their Eq. (11.1.8)] and 

(

J i(-a+ll)-1 -~(a+v)-1 )=(_I)J_m[(-a-V-l)(J+V)!(-a+v-t-2)! (t+lIl-v)!(J+m)! J1 /2 
C, '+1 (J-a-l)!(J-v)!(-a-J-2)!l! (-a-t-m-2)!(J-m)! 

In t+2(a-v)+1 t+m+2(a-v) 

[
(-a-2-m)'] ( ) x . 3F2J+m+1,In+t+a+2,-J+mim+a+2,m+v+1 . 

(m + v) I 

(2.4) 

By Eq. (A.9) of Ref. 10 

3 F 2(J + In + 1, In + t + a + 2, -J + m; In + a + 2, In + V + 1) 

_ J_m[r(nl+v+l)r(J+1-V)] . -(-1) ( 1) ( 1) 3 F 2(-t,J+nz+1,-J+m,m+a+2,nt-v+l). (2.5) 
rJli.-V+ rJ+v+ 

Therefore we can express the boost matrix elements as a sum of two Fourier series: 

d OV ,(e) = (_1)(J-J')/2[(2J + 1)(2J' + I)(J -iP)! (J' TiP)!] ,/2 
JmJ (J' - iP) I (J + iP) I 

xi. 1 te-2S[I-(O-V)/2J-mec(J i(a-v) ~(a+ll) )c(J't(a-v) t(a+v») 

)(a+v+l) I~o m l-t(a-v) rlHt-t(a-v) m (-tea-v) In+t-~(a-v) 

+ 1 t e- 2S[I'+(o-v)/2+,J-mS 
(-a-v-I) I'~o 

(
J -i(a - v) -1 -tea + v) -1 ) C (mJ' -tea - v) -1 -ira + v) -1 )~ 

xc m t'+i(a-v)+1 m+t'+~(a-v)+1 t'+~(a-v)+1 m+t'+ha- v)+1 l 
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However, we can show that, with the exception of the most degenerate case, i.e., dg/io(&) , the second term always 
vanishes. This is because, from the same equation (4) of Smorodinskii and Shepelev [our Eq. (2.1)], we have the ex­
pression 

r(a - v + 1 - t) 3F2(a - v + 1 - t, -J + m,J + m + 1; m - v + 1, m + a + 2), (2.7) 

which is equal to 

[r(t + 1)r(m - v + 1)r(m + a + 2)/r(t + 1 - J + m)r(t + 2 + J + m)] 3F2(t + 1, m - a + t, m + 1 + v + t; t + 1 - J + m, t + 2 + J + m) 

(2.8) 

by means of Eq. (A3) of Smorodinskii and Shepelev, i.e., 

r(a) 3F 2(abc; ef)o: [r(s)r(e)r(f)/r(s +b )r(5 + c )]3F2(5, e - a,j - a; 5 +b, s + c) , (2.9) 

where 

a=a-v+1-t, b=-J+m, co:J+m+l, e=m-v+l, J=m+a+2, s=e+J-a-b-c=t+L (2.10) 

Substituting (2.8) for (2.7) into the contour integral (2.1) we find that the second series of poles have disappeared. 
The contribution from the first series of poles remains the same. Thus we conclude that the second term in Eq. 
(2.6) vanishes in all cases except when (2.7) cannot be transformed into (2.8). This exception occurs only in one 
case, i.e., for the most degenerate representation dg~o(&). There the 3F2 function reduces, after some transforma­
tion, to 

[( -a - 1)/( -t)] 2F, (1,1 - t + a; -t + 1) = (a + l)r(-t + l)r(-a - 1)/tr(-t)r( -a) = 1. (2.11) 

Alternatively, we can also see that for dg~o(&) 

( 
0 -~ a-I -~ a-I ) C = 1 . 
o t'+~a+1 t'+ia+l 

(2.12) 

Therefore, the second term in (2.6) does not vanish. In this case we can easily calculate from (2.6) 

co eo . e 
dao (&) = "" _e_ (e-2et _ e- 2e (i p+t)) = SlllP 

000 f;1, a + 1 P sinh& ' 
(2.13) 

which is the correct resulL 

Thus we conclude that the boost matrix elements can be expressed by Eq. (2.6) where the second term is always 
zero except for the most degenerate case, i.e., v = J 0: J' = III = O. In what follows we shall neglect the second term, 
when it is obvious that the most degenerate representation is not involved. 

For the sake of future computation, let us note that dJ~.!,(&) can also be written in the following form 

dav ,(e) = (_I)(J'-J )/2+J+J'-2V [(2J + 1)(2J' + 1)J ' /
2 

[(J - iP)! (J' + ip) !]'/2 t e-2e [t -(a-V)/2]-m8 
.!mJ (v+a +1)2 (J' -iP)!(J+iP)! 1=0 

xc(J i(a-v) i(a+v) )c(J, ~(a-v) i(a+v)) 

-In -t+~(a-v) -t-m+t(a-v) -In -l+t(a-v) -f-In+t(a-v) 

The CG coefficients can also be written in different ways as follows 

c 0: (-1) -v C 
(

J t(a-v) t(a+v)) J (J t(a-v) t(a+v) ) 

rn t-%(a-v) In+t-t(a-v) -In -t+t(a-v) -m-t+t(a-v) 

o:c( ha-v) 

-t+t(a-v) 

J 

-rn 

t(a+v) ) 

-rn-t+i(a-v) 

~(a + v) = (_1)t[(a+v+1)]'/2 c ( t(a-v) 
(2J + 1) 1 

-t+2(a-v) l11+t-~(a-v) ~) 
=(_I)tc (~(a+v) ha-v) 

-m-t+i(a-v) l-i(a-v) 

J) \(a+v+l)]'/2 
l (2J + 1) 

-111 

(2.14) 

(2.15) 

We shall not list all the different ways that the CG coefficients can be expressed. However, we shall indicate the 
rule according to which CG coefficients can be obtained. The rule is: All 288 ways of expressing the CG coefficients 
are allowed except where the phase factor does not give discrete values. 

The symmetry properties of the boost matrix elements can be found in Ref. 10 and Ruh1. 30 
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From the fact that dJ!J'(O) '" 0u' we obtain the orthonormality equation for the CG coefficients with complex argu­
ments, i.e., 

t[(2J+l)(2J
I
;I)]1/2C(J 1(a-v) 1(a+V) )c(J

I 
1(a-v) 1(a+v) )=6JI" 

t~o (a+v+l) 1() 1 1 1 
m t-" a-v m+t-2(a-v) m f-,,(a-v) m+t-2(a-v) 

(2.16) 

Connection with Freedman and Wang 2S 

With the substitution e - - i6, JJ. = -/1l - t +1 (a - v), m - -A we get Freedman and Wang's result25 exactly except the 
phase factor [(J - iP) ! (J' + iP) ! / (JI - iP) ! (J + ip) ! ] 1/2, which we will discuss shortly. 

Connection with Doiginov et al. IS , 16 

Dolginov et al. have obtained the spherical functions dJ~(e) and dJ~'m(e) in terms of CG coefficients with complex 
angular momenta. Comparing with our result, we find 

d~oOo(e)= (_I)-1/2[(2l + l)(l-iP)! (iP)!/p2(_ip)! (l +ip)!jl/2I1 1(n, (]I), 

where (]I=-e, JJ."'t-ta, ~a=Jwith 

';' (ia l iJJ.a) n (n (]I) = U e 2~ ex C 
I, Jl 

JJ. 0 

as obtained by Dolginov and 

d;'lqm(e) = (-I)O'-I)/2lV -ip)! (l' +ip)!/(l' -ip)l (l +iP)!jl/2QY;k(l/J) 

with 

A"'nl+t-1a, A=t-1a, k=-m, 1jI=-e, J=ta, 

where 

QY;k(4J) =2] C;~i\JA C}~~JA e(A+A)1/i • 
A"A 

(2.17) 

(2,18) 

We see therefore that the summation index according to Dolginov's expression is a complex number but summed 
over integral intervals. This is a point which is not obvious when one continues from the compact group to the non­
compact group. We only learn about this complex number when we evaluate the d function of the noncompact group 
directly, We may also mention that in a way it is good to have a complex number for the magnetic quantum number, 
because then the phase factor (_I)J +m or (-I)j -m in the formula for the CG coefficients can be suitably defined so 
that either j + In or j - m is an integer. 

The phase factor [(J-iP)!(J' +ip)!/(J' -iP)!(J+iP)!p/2 in Eq. (2.6) is due to the fact that the matrix elements of 
the generators of 80(n, 1) can be written as complex, as Chakrabarti31 has shown. However, we28 have also shown 
in a previous paper that the matrix elements of the generators can be written as pure real or pure imaginary, In 
that case the phase factor in Eq. (2.6) will disappear, We thus conclude that there are two ways of writing the d 
functions of SO(II, 1), one with the phase factor, which is equal to the inverse of WI of Maekawa,32 corresponding to 
complex matrix elements of the generators, and the other without the phase factor, corresponding to pure real or 
pure imaginary matrix elements of the generators. 

In the Appendix we give a proof for the orthogonality and completeness relations of the representation functions of 
80(3,1). 

3. AN INTEGRAL REPRESENTATION FOR THE 
CG COEFFICIENTS OF SO(3, 1) 

In this section we wish to obtain the CG coefficients 
of 80(3,1) for the prinCipal series in the most general 
case: (alv l) x (a2v 2 )- (a 3v 3). For the time being, we 
shall ignore the multiplicity-two problem and follow 
Naimark's work/ 2

-
14 used by Dolginov and Moskalevls 

to obtain the CGC of 80(3,1). We have, from Naimark, 

!(a v )(u3)'" f dUI J du 2 /(o v )(UI)!(o v )(u 2) 
33 II 22 

(3.1) 
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where 

COSn lk ", cosOI COSek+ sine j sinek COS(<p; - <Pk)' 

Strictly speaking, there should be a phase eH B+q,/2..,,/2)V 

attached to each of the three terms in (3.3), since 
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! ~21h - ~11h !2V-2IP-l( ~21)1 - ~11)2)"2V 

= (sinirl12t-IP-l(sin % rl12)"V el (8+0/2'" /2)V, 

where 

¢ = ¢~ - ¢~ - ¢~ - ¢~, 

tan13 - . 1 e Ie' 1 e I e ,f, , sln2 1 COS2 2 - Slm 2 COS2 1 COS'!' 

(3.4) 

But the phase cannot change the absolute value of the 
matrix elements of the generators of the group. As we 
have shown in a previous paper ,28 the extra phase cor­
responds to writing the matrix elements of the genera­
tors as complex. We can therefore put ¢ = 0 in Eq. 
(3.4), and deal with the absolute value only as given by 
Eq. (3.3). 

Now we follow Dolginov and Moskalev16 and write 

(3.5) 

Then 

(3.6) 

where 

d~'m(cosrl) = [(L + m')! (L - m)! /(L - 111')! (L+ 111)!]I n 

x (cos%rl)m+m' (sin%rl)m·-mPL:';'~·m·+m(cosrl), 

(3.7) 

From Eq. (3), p. 284, Vol. 2 of Erdelyi et al.,33 we have 

F (g)= 11
2-P' -a' (l-x)P' (1+x)a'p"'8(x)dx 

L -1 n 

= [2r(p' + l)r(a' + l)/r(a' + p' + 2)] 

x J 2( - n, CX + 13 + n + 1, p' + 1; cx + 1, p' + a' + 2, 1), 

(3.8) 

where 

a=% -h(P1+ P2+P3)' b=%+h(-P1+P2+P3), 

c=i+ii(P1 -P2+P3 ), p~=a-1+vI> a~=v1' n1=L1-v1, 

cx 1 = vI> 13 1 = VI> P~= b - 1 - V3, a~= V3, n2= L 2, 

CX 2=-V3, 132=v3, p;=c-1+v2, a;=v2, n3=L3-v2, 

(3.9) 
Next we have 
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(3.10) 

Therefore, 

d~ 10(COSrl1 2)42 (COSrl13)iv' 30(coSrl23) 
1 3 2 

(3.11) 

where 111~=i(m1+1112-/1I3)' m~=i(1I11+m3-nz2)' Ill; 
=%(111 2+ 1113 -1111), 

Corresponding to Dolginov's16 fn'm(U), we use 

(3.12) 

Thus Dolginov's phase factor A I (a) does not appear in 
our equations. From (3.3) the b can be expressed as 

l2 l3) 
rJ/ 2 1113 

(3.13) 

where 

Next we define 
(3.14) 

\jf~~lm(a) = (p2+ v2)1/2D~lm(a) 

= 6 u~m.(u)d~~m'm"(£)1Im"m(ZI?(p2+v2)l/2, (3.15) 
m'm" 

where a:= 11£11'. Now use the integral representation of 
the boost 

(3.16) 
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Substituting (3.16) into (3.15) and summing over m' and 
mil, we get 

'i'~'m(a)= I du1(211+ 1)1/2(2Z+ 1)1/2.\(U1U-1!;-lt2-2IP 

x i4v(U£lC~U!.". (u1u')(p2+ 112)1/2. (3.17) 

Using the definition off",,'m(u) in Eq. (3.12), we can write 
(3.17) as 

(3.18) 

Multiply both sides of Eq. (3.18) by f oulm(u1) and sum 
over Z, m, using the completeness relations of the basis 
functions fovlm(u1); we get 

Fov (a, u1) =2.) +~~'m(a)foulm(U1) • (3.19) 
1m 

Substituting (3.12) and (3.17) into (3.19), we get 

FOV (a,u 1) = I du{(211+1)lh[.\(u'u- 1e- 1)]-2-2 i P 

x u~v(u;u-1e-1)(p2+ 1/ 2)1hc5(u 1 -u{u') 

= (p2 + 1/2)112(21/ + 1 )112 [ .\( u 1 U '-1 U-1 e -1)] -2-21 P 

X u~v (U
1 
u '-l u -1 e-1) 

= (p2 + 1/ 2)1I2[ .\(U
1 

12- 1 e-1)] -2-21 P 

Xfovvv(U l a-Ie-I), 

where u = uu ' • 

(3.20) 

Substituting the value of FaIl(a,u 1 ) in (3.20) into (3.18), 
we obtain the following result: 

+~~ Im(a) = (p2 + 112)112 (Vii-Ie -1 foUllv (U 1), f ovl m( u 1» 

= (p2 + 1/ 2)112 (fouvv(U 1), VdJovlm(U 1». (3.21) 

It is clear that the results are still valid if, instead of 
+~~'m' we start with +fJ'm'lm(a). Thus we have obtained 
the following result which we shall state as a theorem. 

Theorem: The transformation between the basis vec­
tors +fJ'm'lm(a) and fou/m(u 1) is done through the follow­
ing two equivalent equations: 

+fJ'm'lm(a) 

= (p2 + 1/ 2)112 (V Ii-Ie -1/ ovl' m' (u 1), fov 1m (U 1» 

=(p2 + 1/ 2)112 (fov/'m'(u 1), Veilfov/m(u 1», 
where 

a = u e u' and u = UU' • 

Using (3.18), we have 

+01 v1 (a)x+ 02u2 (a) 
lJtVt1lml v2 / 2 12 m2 

(3.22) 

= II dU l dU2 F01 VI (a,u1 )F02v2(a,u2)f01 VI'I m1 (U 1) 

X !02 v2/Zm2(U z) 

= (41T 4r1 I dp3~(p;+II;)I dU1du2du3F01v1(a,u1) 
3 

XFo u (a,u 2) ~(U1 UZU3)!0 V (U 3), 22 123 33 (3.23) 

where (3.2) has been used in the last step. From (3.1) 
and (3.13) we have 
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(3.24) 

Now define 

I = III dU l dU 2 dU 3 F01U1 (a,u1)F02V2(a,u2) 

(3.25) 

Next define 

(3.26) 

Then following the same argument as in the Appendix of 
Dolginov and Moskalev/6 we have 

[.\(uu- 1e- 1)] -2-2jPj =l.\(u;eu)] 2+2;P., (3.27) 

b010203(Uj) 

=-b--(u ~)[.\(u' e u)] -21 P1 +2[.\(U' EU)] -21 P2 +2 
010Z03' I 2 

X[.\(U~EU)]-2jP3+2 , (3.28) 

du; =duUl.\(u;eu)]4 0 (3,29) 

The arguments go through because all the quantities 
involved are independent of 1/, as one can 'see from (3.3). 
Therefore, 

I =(p~ + vf)llz(p~ +1/~)1I2(21/1 +1)112(2112 +1)1/2 III dll,; du;du~ 

-b--( , , ')[.\( I ~)J -2+2; P f ( ,-..".) 
X °1 0 2 0 3 U1U2U 3 u3eu 3 0303/3m3 u3eu 

XU~lv (U')U~2v (U;). 
1 1 2 2 

(3.30) 

But 

u~:Vj(u;)=(2Vj +1)- llz fo j vjv;v;(uD. (3.31) 

Multiplying both sides of Eq. (3.13) by U~~Vl(U{)U~;V2(U;) 
and integrating over u;,u;, we obtain 

JJ~(U;U;U~)U~lV (U{)U~2v (u;)du; dU; 
123 11 22 

(3.32) 

Substituting (3.32) into (3.30), we have 

[ ( , ~ )1- 2 + 2; P f ( , -..".) B x .\ u 3 eu 3 ° V / m U3EU U II V 3333 123 

(3.33) 

From (3.23), we have 
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= (41T 4 ,-r I~ dP32)p~ + 1I~)tl2(p~ + 1I~)l.h(p~ + 1I~)tl2 
o U3 

Thus we obtain the CG coefficients of SO(3,1) in 
the tensor products of the basis functions w::::limj(a), 
i= 1,2. The functions BI ':l13 are the integral represen­
tations of X functions witb complex angular momenta: 

BI11213 = (2rr 2)"1<,b(ala2a3) 

hal + Ill) ~-(al - IIJ II 

XX k (a2+ 112) k(az -1I2) l2 , (3.35) 

k(a3+ 11 3) k(a3-113) l3 

where <,b(a1ap3) is the same phase factor as obtained by 
Dolginov et a!.15,16 since, again, it is independent of II: 

<,b(ala2a3) 

and 

=~1T-l/2(PlP2py/2r[k -h(Pl + P2+ P3 )] 

x r[k + h(- PI + P2+ P3)]. r[k +h(Pl - P2+ P3)] 

Xr[k + h( - PI - P2+ P3)] [r(1 - iP1)r(1 - ip2 )r(1 + iP
3

) ]-1 

(3.36) 

I <,b(ala2a3) 1 2 =sinh1TPl sinh1TP2 sinh1TP3[ 4 coshk1T(Pl + Pz+ P3 ) 

x coshh (PI + P2 - P3) coshh (PI - Pz + P3 ) 

(3.37) 

One more remark about the expansion (3.34). It is 
easy to see that the expansion (3.34) is not limited to the 
basis function >Ji~:~:lim;. It is still valid for an arbitrary 
basis function >Ji;{:iiljmj' All one has to do is to replace 
the corresponding quantities (v I and II;) by l; and rII;, 
e.go, BVlV2V3 - Blilzlj and 

l' l') 2 3, etc. 
m; m; 

We have thus obtained an expression for the single 
eGe of SO(3, 1) in a form simpler than those obtained 
by previous authors.8

•
17

•
23 Moreover, it is expressed 

as a product of 3j and 6j symbols of SU(2), since from 
Eq. (3.8) one can change F L (a) into a 3j symbol too. 
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4. CG COEFFICIENTS OF SO(3, 1) AS X FUNCTIONS 
WITH COMPLEX ANGULAR MOMENTA 

In this section we shall give a justification why the 
eGe of SO(3, 1) obtained in the previous section are 
X functions with complex angular momenta. This is 
based on the results of Seco 2, where the boost matrix 
elements have been expressed as a Fourier series with 
eGe of SU(2) with complexj and m. Of course, this re­
sult can also be inferred from analytic continuation 
from SO(4) to SO(3, 1), and by recurrence relations of 
BZIZ2Z3 with different values of l, showing that they obey 
the same equations as the X functions with complex an­
gular momenta. However, we prefer to justify our 
statement from a more direct, group theoretical pOint 
of view. 

First we note that the Lorentz group with generators 
Mi and N i , i= 1,2,3, satisfying the commutation rela­
tions 

[AJ i ,M k ] = iEiklflJ I , 

[Ni ,Nk ] = -iElkIMI[MI ,Nk ]:: iEik/NI 
(4.1) 

can also be written in the following form: 

[J;,Jk]=iEiklJ I , 

[Ki ,Kk] = iEwKJJi,KI!] = 0, 
(4.2) 

where Jk=k(lVl k+ iNk)' Kk=k(Mk - iNk)' 

As shown by Smorodinskii and Huszar ,11 the repre­
sentations of the Lorentz group can be considered under 
the two parameter subgroup H= SO(2) x SO(I, 1), with J j 

and Ki as generators. Since J i and Kk commute, it is 
obvious that the representation can be considered as a 
direct product of the two groups generated by J j and K j • 

Moreover, it is easy to see from Smorodinskii and 
Huszar's work and the form of the d function obtained by 
us in Sec. 2 that the transformation from one basis to 
another is effected by the eGe with complex j and m, 
Le., 

a) ~(a+ II») k(a _II; 
l = L: x 

k lIl-k k 
m 

xC(k(a+lI) k(a-II) l), 
111 -k k III 

(4.3) 

where I? is a complex number, but summed over integral 
intervals: k= t -k(a - v), t= 0,1, ... , "". 

Because of the Burchnall-ehaundy34 formula, the eGC 
with complex arguments defined by us in terms of 3F2 
functions with unit argument is indeed the coupling co­
efficient for two representation functions with J j and K j 

as generators which, as shown by Smorodinskii and Hus­
zar, are expressible as hypergeometric functions. 

Since the eGe with complex angular momenta and 
magnetic quantum numbers exist, the following expan­
sion is meaningful, where the summation over continu­
ous a3 is to be understood as an integral: 
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l2 l3) (2l1 + 1)1/2(2l2+ 1)1/2(p~+ V~)1/2 
m 2 m 1 +m 2 

~(Ul+Vl) 

= L l~ dP3(P~+ V~)1/2(2l1 + 1)1/2(2l2+ 1)1/2 X ~(U2+ V2) 
Pal3 0 

~(U3+V3) 

~(Ul - VI) 

HU 2 - V 2 ) 

~(U3-V3) 

• (4.4) 

Since the state in SO(3, 1) differs from the state in SO(4) by a phase factor [(J - ip)! (J' + ip)! /(J' - ip)!(J + ip)!j'/2, the CG 
coefficients of SO(3, 1) will also differ from the CG coefficients of SO(4) by a corresponding phase factor, which has 
been calculated by Dolginov and Toptygin15 and Dolginov and Moskalev.'6 

(4.5) 

The orthogonality and completeness relations for the X functions can be easily deduced. From (3.1) and (3.2) we have 

(4.6) 

(4.7) 

From (3.13), (4.6), and (4.7) we obtain 

~(Ul + VI) i(u, - V,) l, i(u1 + VI) i(u1 - V,) II 

I C/>(U1U2U3) \2 L (~+ ~)(2l1 + 1)(212 + 1)X i(U2 + v2 ) i(u2 - V2) 12 X i(u2 + V2 ) i(u2 - V2 ) l2 = o(u3 - u;)ov v" 
1112 3 3 

i(U3 + v3) i(u3 - v3 ) l3 i(u~ + vD t(u~ - v~) l3 

(4.8) 
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i(a1 + v1) i(a1 - v1) l1 i(a1 + v1) 

L j(rii + ~)dP31 cf>(a1 aZa3) IZ(2l1 + l)(2l2 + 1)X i(az + VZ) i(a2 - VZ) l2 X i(az+vz) 
P3 /3 

i(a3 + V3) i(a3 - V3) l3 i(a3 + V3) 

i(a1 + V1) i(a1 - V1) l1 

Lflcf>(a1aza3)12(2l1+1)(2lz+1)(P;+~) X i(az+vz) i(a2-vZ) l2 dP3=1. 
P~ 

i(a3 + V3) i(a3 - V3) l3 

5. CG COEFFICIENTS OF SO(3, 1) WITH MULTIPLICITY TWO 

i(a1 - vJ l' 1 

i(a2 - V2) l' 2 

i(a3 - V3) l3 

(4.9) 

(4.10) 

Just as in SO(2, 1) there is a case of multiplicity two occurring in the decomposition j1 x jz - j3' where all three j's 
are continuous, so also in SO(3, 1) there is a case of multiplicity two occurring in the decomposition of two principal 
representations into a third one. This is because of the equivalence of the two representations (a,v) and (-a-2,-v). 
In fact, this statement is true for the decomposition of tensor products of the principal series of all SU(n, 1) and 
SO(n,l). The solution is not difficult to find. First let us define the X function as follows: 

i(a1 + vJ i(a1 - vJ j1 

X i(a2 + v2) i(a2 - vz) jz =[(2jl+1)(2jz+1)(p;+~)1-1/2 L C(j1 
j2 

m1 mz 
-m2 

i(a3 + v) i(a3 - v3) j3 11 12 -m1 

x c( j3 

-m1-mZ -t1-t2+i(al-v1)+i(az-vz) 

x (2j3 + l)1/Z(a3+ v3+ l)-l/z. 

The advantage of Eq. (5.1) is that we have now 

i(a1+v1) i(a1 - vJ j1 -i(a1 + v1) - 1 -i(al - v1) - 1 jl 

X i(a2+ vz) i(az - vz) jz =X -i(az +vz)-l -i(az - vz) - 1 jz 

i(a3 + v3) i(a3 - v) j3 -i(a3 + v3) - 1 -i(a3 - v) - 1 j3 

This is because 
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j3 ) 

-m1 - m 2 

j1 ) 

rn ' - 1 
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=c( -~(0"2+112)-1 -~(O"I+II)-l -~(0"3+v3)-1 ) 

-m2 - t~ - ~(0"2 - 112) - 1 -tnl - t{ - ~(0"1 - Ill) - 1 -tn1 - tn2 - t{ - t~ - t(O"l - Ill) - ~(a2 - "2) - 2 ' 

(5.5) 

(5.6) 

Equations (5.3)-(5.6) can be easily checked from the definition of CGC as sF 2 functions with unit argument, as de­
fined in sec. 2. Let us also remember that the CGC can be written in different ways as we have shown in Sec. 2. 
In particular, the change of variables from t to t', so that t = -t' - In - V - 1, corresponds to completing the contour 
in Eq. (2.1), in the left half-plane instead of the right half-plane. 

The fact that the CG coefficients of (-a1 - 2, -Ill) x (-a2 - 2, -v2) - (-a3 - 2, -113) is equal to the complex conjugate of 
the CGC of (0"IV1) x (0"2112) - (a3I1s) can also be seen from the original equation of Naimark, Eq. (3.3). It is clear from 
Eq. (3 0 3) that 

b(Jl(J2(J3 == b-crl-2,-a2-2'-0'3-Z 

since the v's are not involved. 

One can also see from Eq. (3.5) that this must be so. The complex conjugate of Eq. (3.5) is 

"'- L (sinin12r2. =L.J F L (a)(2L1 + 1)dy lo(cOsnI2) 
Ll 1 1 

and similar expressions for b and c. For the unitarily equivalent representations, it is 

Since 

d~lo(COsn12) = (-1)Y1d:; o(cosnI2) , 
1 1 

F~ (a) can differ from F;""(a) by at most a signo From (2.14) and (2.35) we conclude that 
1 1 

~(O"l + Ill) ~(0"1 - VI) j1 

X i(0"2+ 112) t(a2 - v2) j2 

t(as + lis) ~(0"3 - 113) js 

can differ from 

~(-0"1 -Ill) -1 t(-O"l + VI) - 1 jl 

X t(-a2 - v2) - 1 t(-0"2+ v2) - 1 j2 

t(-O"s - v3) - 1 t(-0"3+VS) -1 j3 

(5.7) 

(5.9) 

(5.10) 

by at most a sign. That the Sign is + can be seen from the other arguments, as well as from substituting particular 
values into the expressions and checking them. 

Thus the Clebsch-Gordan expansion of SO(3, 1) for the principal series can be written as 

(5.11) 
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a2v2 cr",) = N,[ V>: + ":)(21, + 1)(21, + 1)]'" t i(al + VI) i(al - VI) /1 

/2 ~ ¢~~~~ i(a2+ V2) i(a2 - V2) /2 

i(a3 + V3) t(a3 - V3) l3 

i(al + VI) i(al - VI) 
I, J 

+ (f5(aIa2u3)X t(U2 + V2) t(U2 - V2) 12 , 

t(U3 + V3) t(U3 - V3) l3 

where 

!Vi = 1/(2 + ¢2 + (f5 2), ¢2 = PIP2P3r 2(a)r2(b )r2(C )r2(a + b + c - 1)(41TtI[r(a + b)r(a + c)r(b + C)]-2 , 

(f52 = PIP2P3r 2(1- a)r2(1_ b)r2(1_ c)r2(2 - a - b - C)(41TtI[r(2 - a - b)r(2 - a - c)r(2 - b _ C)]-2, 

(5.12) 

(5.13) 

C2CI
V

I 
U2V2 cr~,) = N, [(24+1)(21, + 1 )(p, + ,m'" [*, cr,cr,)X 

t(ul + VI) t(UI - VI) II t(UI + VI) t(UI - VI) II ] II l2 

where 

N~ = 1/(2 - erp2 _ e(f52) , 

e = (1+ ¢2)/(1+ (f52), 

e= l/e. 

t(U2+V2) t(U2 - V2) 

~(U3 + V3) t(U3 - V3) 

l2 -e7fiX t(U2 + V2 ) 

l3 t(U3 + V3 ) 

t(U2 - V2) l2 

t(U3 - V) 13 

(5.14) 

(5.15) 

(5.16) 

(5.17) 

Upon continuation to SO(4), by setting the phase factor rp = 1, CI becomes the X func..!.ion of SO(4), and C2 becomes 
zero. Moreover, it is easy to see that CI and C2 are orthogonal, because both X and X are normalized according 
to their definition in (5.1). Since the X function is connected to B/ / / by Eq. (3.35), the complex conjugate X is con­

I 2 3 
nected to B/ / / by taking the complex conjugate on both sides of Eq. (3.35). 

1 2 3 
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APPENDIX: ORTHOGONALITY AND 
COMPLETENESS RELATIONS FOR THE 
REPRESENTATION FUNCTIONS OF SO (3, 1) 

We give here a proof for the orthogonality and com­
pleteness relations of the d functions of SO(3, 1) for the 
following reasons. 1. We have not seen in the literature 
a direct proof of the orthogonality relations for the d 
functions. 2. Verdiev35 gave, we think, an erroneous ex­
pression for the normalization constant in the orthogon­
ality relation of the d functions of SO(3, 1). 3. Our meth­
od can be extended to other groups. Thus Gel'fand and 
Grae06 have obtained the Plancherel formula for uni­
modular complex groups. One can then use our method 
to prove the orthogonality and completeness for the rep­
resentation functions of unimodular complex groups 
based on Gel'fand and Graev's result. 

The completeness relation is baSically contained in 
RUhl,30 Eq. (4.32). We shall therefore give a proof for 
the orthogonality relation only. The orthogonality rela­
tion is 

J DJOI~I J4n.J..a)IfJ2:; J' m' (a)d u(a) 
1111 2222 r' 

(Al) 
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where 

dJ.l(a) = (41Ttl dJ.l(uI)d J.l(u2 ) sinh2e de, 

J dJ.l(u j ) = 81T2. 

The limits of integration over e are from 0 to 00. 

We need the following equations for the proof. 

K(uu 1 mp) = 1T J x(u- 1 ku I ) amP(k) drk , 

- ~ £00 [f - a (ua) J x(a) = (21T) 4 t..... K(uuamp) ~du 
m=-oo 0 a (ua) 

(jlqII T;'P 1 j2q2> = J x(a)D~~Ij2q2(a)dJ.l(a), 
uii =K-Iua , 

amp(k) =1 AliP-m-2 Am, 

m =2v, ip=2(u+1)=2ipo' 

(A2) 

(A3) 

(A4) 

(A5) 

(A6) 

(A7) 

Equation (A2) is taken from Naimark,37 Eq. (5), p.205. 
Equation (A3) is the main content of Plancherel theorem 
for SO(3, 1) and is taken from Naimark,37 Eq. (16), p. 
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232. Equation (A4) is a definition. Equation (A5) is also 
a definition, taken from Naimark,37 p. 158. Equation 
(A6) is the multiplier, taken from Naimark,37 p. 149. 
Equation (A 7) just expresses the relation between dif­
ferent notations. 

Proof of orthogonality, Eq. (A 1) 

Substituting Eq. (A3) in Eq. (A2), we get 

K(u1 u 2mp) =1T J x(u~lku2) amp(k) d1k 

=rr(2rr)-4 t J"" dpl(mI2+p'2) 
111'= - 00 0 

x JJ amp(k)dlkK(u,uu;lku2mlp') 

am' P' (uu11 ku 2 ) 
X duo 

am' P' (uu'i1 ku2) 

NowputU=Ul' thenu~=k-luIUilkuz=U2' and 

a m'p,(uui" l ku 2 ) a m l p,(ku2) 

Thus we get from (A8) 

1T(32rr4)-1 JJ amP(k) amlp,(k) 

amlp,(k) • 

xd1kdu '" (m 2 +p2)-IIi(p - p') limml • 

Now we start with Eq. (A4) 

(jlq1 1 T;' I j2q2> = J x(a) Dj q I • (a) dfJ.(a) 
1 1 2 Z 

where 

¢it/2)mq (u) = (2j + 1)1/2 utl/2)m. (u) • 

Now put x(a) = Dj.':,'1 , .,(a) on both sides of Eq. (All) 
while writing 1 1 2 Z 

(

e9 /Z 

u;lkuz =ua dub , d= 0 

Then 

(AS) 

(A9) 

(AlO) 

(A12) 

(AI 3) 

Now use the integral representation of the boost matrix 

dj,'j~' q' q" (0) 
1 2 1 2 

-J Ii ( l I ( lIIP'-m'-Z[ ( )]m' - U(I/2)m'qi U A. u,d A. u,d 

XU i 2 (ud)du(2,;1 +1)1/2(2';' +1)1/2 
(1/2)m'.2 "1 "2 • 

(A14) 

Substituting (A14) into (A13), we obtain 
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-J I{ (-1) I ( )1-IPI-m'-2-( -)In' - u(I/2)m'.i uUa A. u, d A u, d 

X u/f/2lm'.2 (ud ub ) du(2j~ + 1)1P (2j~ + 1)1/2. (A15) 

We now set 

(A16) 

Then from (A12) we have 

or (A17) 

u- 1 ku z = dUb or Uz =k- 1 udub =udub • 

Substituting U a and ub from (A16) and (A17) into (All) and 
integrating over U ll U 2, remembering the orthogonality of 
SU(2) representation functions, we get 

J Dj~ I. (a)Dj.'j.'I'.' (a)dJ.l.(a) 1122 1122 

(A18) 

where we have used (A6). Finally, applying (AlO) to 
(A18), we obtain 

J Dj~ I. (a) Dj.':,'I'ql (a) dJ.l. (a) 1122 1122 

= 321T4 (m 2 +p2)-11i(p -p') limm/liitl{liQl.1lij2i21i.zq2 (A19) 

=Srr4(v2 +p~)-IIi(pO-p~) livv,lij jlli. ql li j jlli. q" (A20) 11112222 
This completes the proof of the orthogonality relation, 

Eq. (AI). It is easy to obtain from (A20) the orthogonal­
ity relation for the boost matrix elements, since the 
SU(2) representation functions are themselves orthogon­
al. Thus we have 
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It is shown that the dimension of the vector space of second order, trace-free conformal Killing tensors 
(CKT's) in a Riemannian space of dimension n(~ 3) is bounded above by (1/12)(n -1)( n +2)(n +3)( n +4) 
and that this is attained in flat space. The discussion is eventually restricted to four-dimensional spaces 
which admit a two-dimensional, Abelian, orthogonally transitive symmetry group, as well as one 
nonredundant CKT. A sufficient condition is given for an empty space to be Type D. 

1. INTRODUCTION 

A symmetric tensor, Q "'~, satisfying 

Q(aa;y)=Q(agay) , (1.1) 

where Q", is some vector andg",a is the metric tensor, 
is called a conformal Killing tensor (CKT for short) of 
order two. If Q", is zero, then it is a Killing tensor (KT) 
or order two. By definition, Q"'a is redundant when it 
may be written as a linear sum, with constant coeffi­
cients, of a multiple of the metric tensor and symme­
trizedproducts of conformal Killing vectors (CKV's). If 
Q ",a is a redundant KT, then it is a linear sum, with 
constant coefficients, of the metric tensor and symme­
trized products of Killing vectors (KV's). For the rest 
of this paper, only second order KT's and CKT's will 
be discussed. 

Equation (1.1) is the necessary and sufficient condi­
tion l for the scalar Q",~pClpa to be a constant along the 
null geodesic per. If Q", is zero, this scalar is a con­
stant along any geodesic, P"'. The main difference be­
tween a KT and CKT is that the latter are assumed 
trace- free. since the trace does not contribute to the 
scalar Q ",a P'" pa along a null geodesic. 

Although CKT's appear in the literature on separation 
of variables for the Hamilton-Jacobi equation,z they 
have only recently come into prominence in general rel­
ativity when Walker and Penrose showed that Carter's3 
KT for empty, nonradiating Type D spaces does not 
generalize to all empty Type D spaces. Instead. the 
natural object which appeared was a second order CKT. 

In Sec. 2 we shall show that the linear vector space 
formed from constant real sums of CKT's is bounded 
above. We closely follow the work of Hauser and 
Malhiot4 (hereafter referred to as HM), who derived 
a similar result for KT's. In Sec. 3 we consider spaces 
admitting both CKV's and CKT's, while in Sec. 4 we 
specialize to four-dimensional reducible spaces with 
two commuting KV's. Throughout this paper we shall 
assume that the dimension of our space is greater than 
two. 

2. THE VECTOR SPACE OF CKT's 

In this section we shall consider a CKT in an n-dimen­
sional Riemannian space. The following definitions: 

L ",ay= 2Qyra; "') , 

M ",aY(> = i (L ",a [y;6) + LYB[",;a) , 

(2.1) 

(2.2) 
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H",ay=H,,8;r' 

I Cia = Q r ; r; ( "'; al , 

M=Jo.J"," . 

together with 

g"'",=n, 

will enable us to deduce in flat space that 

L[Otar) = 0, 

H[",ar) = 0 , 

MOt [aro) = 0, 

[0. 0.=0, 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

where Q ",a and Q", are defined in Eq. (1.1). Our immedi­
ate aim is to verify Eq. (2.14) (the other symmetries 
are proved in HM), and then to derive the structural 
equations5 for second order CKT's, 

"jLB=BA, (2.15) 

where B is a row vector formed from the elements of 
Qaa,LOt~r,l11C1aro,Haa,HOtar,IO/a; and the members of A are 
concomitants of the metric tensor, Riemann tensor, and 
and their finite covariant derivatives. Since Eq. (2.15) 
is a tensor equation, it is sufficient to verify it in flat 
space. Explicitly, we shall show that the first, second, 
third, and fourth derivatives of Q Ota are a linear sum of 
the variables L Otar , .1\1"'8Y(> and Haa , Haar , and ["'8' re­
spectively in flat space, when I aa is constant. 

Assuming for now that ,\"g8r= 0, the following equa­
tions may be derived directly: 

~QOt8,r=Lr(Ot8)+8(Ot8r) , 

L "'~r, 6 = NI ",arB + 28 r6(a,,,,} 

The integrability condition of Eq. (2.17), 

M "'8r[6, ,,) = 8 r6 ["',8)." + 8 r"[8. al, 6 , 

(2.16) 

(2.17) 

allows an expression to be found for the derivative of 

M"'8r6' 

M «arB,,, = 1\1"'8r[6, Il) +M "'8 .. [B, rl + M "'86[", r) 

(2.18) 
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From Eqs. (2.9), (2.10), (2.1), and (1.1), 

(n + 2)Q a = 2LII a8 , 

while Eqs. (2.17) and (2.19) imply 

(n+ I)Q (a,lI) =M all+Mg all/n + 2, 

(2.19) 

(2.20) 

and so the bivector components, Q[a,II)' are the first 
derivatives of Q a to be considered. 

Because of Eq. (2.17), it is necessary to discuss a 
general second order derivative of Q a when inspecting 
the third order derivatives of Q all' From the identity 

(2.21) 

it suffices to show that Q (a,IIY) is a linear sum of HallY' 
By operating on Eq. (2.17) withg"'Ya", 

nQ(II,6,,) = Qa''''(llg6,,)- Q(lIg6,,),"'a, 

while the trace over {3 and 0 in this equation gives 

2(n + I)Q" ,'" a+ (n - 2)Q"', "''' = 0 , (2.22) 

which, with the expression 2g"'ll H"'''fJ = Q"',,,,,, - Q",'" or> 

allows us to write Eq. (2.21) as a linear sum of the H"'IIY; 

_ ,,_ 3n Q" 
nQ("',II'Y)-2g(0<II H '1')" - 2(n+ 1) ,,,(,,,gIlY) . (2.23) 

Consequently, the fourth order derivatives of Q "'II are 
spanned by terms of the form Q["',IIJy6' These expres­
sions may be written as a sum involving only the 1"'11' 
which are defined in Eq. (2.5). This is verified by dif­
ferentiating Eq. (2.23) w. r. t. E, and antisymmetrizing 
over the y and E components. Then operating on Eq. 
(2.22) withg"Pa p gives I"'B as trace-free, 

1'" ",=0. 

From Eqs. (2.23) and (2.22), 

O=Q(a,II'Yt IJ. =«2- n)n/2(n+ 1»Q", "aB'Y , 

and so the 1 "'II components are constant in flat space 
whenever n?- 3, establishing Eq. (2.15). We shall now 
drop the assumption above that the space is flaL 

Theorem 1: Let R be a Riemannian space of dimen­
Sion n, where n?- 3. Then in R, the dimension of the 
real vector space formed from trace-free, second 
order conformal Killing tensors is at most N n , where 
N n = (n - 1)(n + 2)(n + 3)(n + 4)/12. 

Proof: The symmetries in Eqs. (2.9) and (2.11)- (2.14) 

imply that Qct/l,L"'B'Y,l'vl"'8'Y6,H"'II,H"'IIY'/"'1l contribute 
i(n - 1)(n + 2), t(n - 1)n (n + 1), 112 (n - 1)n2 (n + 1), ~(n - l)n, 
t(1I - 1)n(n + 1), i (n - 1) (n + 2) elements, respectively, to 
the B in Eq. (2.15). Their sum is N n • 

We have not proved Eq. (2.14) for a nonflat space, but 
nonzero contributions can result only from the noncom­
mutivity of covariant differentiation, and so the trace 
1'" a will depend linearly on the other members of B. 
Finally, the CKT, Q all' is a linear sum of the funda­
mental solutions of Eq. (2.15), proving Theorem 1. 

Having established an upper bound for the number of 
linearly independent CKT's in a Riemannian space, we 
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shall show that this is attained in flat space. The gen­
eral solution for a CKV, l;"', in a space with constant 
metric TJ"'1l is 

(2.24) 

where l;(",;Il)=(AeXs+¢o)TJ",Il; andA"" wClIl=w[",IlJ'¢O' and 
B., are real constants. The inner product, l;"'P", , of a 
CKV and a null geodesic, P'" ,is constant along P"" 
From Eq. (2.24), the terms 

P""LClIl=X[",PII ) , ¢=x",pa , c",=rjJx",_P",xsxs , 

(2.25) 

are therefore constant along P "" and so the expressions 

(2.26) 
rjJPa , c"'PII ' rjJL"'Il' L"'lIcY' rjJc a 

are second order CKT's, and we shall show that N n of 
them are linearly independent. The equations 

TJ aB PaPs = 0, LC"'IlP'YJ = 0, LOIC8LY6l= 0, LC"'8c'Yl= 0, 

O/B 0,j..2 2 "'II P 2 '" B 1'6 L L TJ C "'C B = , 'V = TJ CO/II + TJ TJ 011' B6' 

¢L"'B=C[",PIIl , 2C(",P8) =TJ r6L",r L6B , 

rjJp",=~rL"'BPr' rjJCOI=TJS'YL"'BCr, 

(2.27) 

split Eq. (2.26) into the five sets {POIPB},{L"'IIPr}, 
{LaaLY6,CCaPal}, {Laa c ,,} ,{cac8}, and as these are di­
rectlyanalogous to the sets {Q",a},{M aar6 ,H",J,{Hallr}' 
{1 aa} which were mentioned in Theorem 1, there are at 
most N n linearly independent members in Eq. (2.26). 

The only relationship among the members of the set 
{p ",PIl } is TJ",a P"'Pa= 0, which is given in Eq. (2.27). 
To find the linear dependencies among the members of 
the set {L",.sP,,}, we shall consider the equation 
A",srx"'pllpY=O, whereA"'Br=Ac"'BlY is a constant tensor. 
Then 

(2.28) 

where D"'BY and B", are constant tensors. Taking the 
trace over 0' and {3 gives Ba=DB",B, while symmetrizing 
Eq. (2.28) over 0' and {3 and taking the trace over {3 and 
y gives (n+ 1)B", + DIl",B = 0, whence B", is zero, andA"'Br 
is antisymmetric in all of its indices. This restriction 
is given in Eq. (2.27), and so there can be no more in­
dependent conditions on A "'BY' The sets {L"'BLr6,CCaPIl)} 
and {L"'llcr} are treated Similarly. The final equation 
isAaBc"'cll=O, whereA"'B=A(O<B) is a constant tensor. 
We see that 

TJ pa TJ"v op acr a"av(A"'llc"'cS) =n(n - 2)A OIB P OI P S , 

and so for II?- 3, AOIII = ATJOIs' establishing 

Theorem 2: Let F be a flat Riemannian space of di­
mension II, where n ?- 3. Then in F, the dimension of 
the linear vector space formed from second order, 
trace-free conformal Killing tensors is precisely (n - 1) 
(n + 2)(n + 3)(n + 4)/12. 

Having shown that 84 linearly independent CKT's are 
possible in four dimensions, it is natural to enquire 
preCisely how many are present in a given four-di­
mensional Lorentzian space. An indication of the dif­
ficulty of this problem can be gauged from that en-
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countered with the integrability conditions for KV's, 
CKy's"and second order KT's when it is necessary to 
consider third, fourth, and fourth order derivatives, 
respectively, of the basic variables. We must inspect 
the sixth order derivatives of Q ",a when looking at the 
integrability conditions for a CKT, and so this appears 
an intractible problem with the techniques used so far. 

3. SPACES WITH CKT's AND CKV's 

In this section we shall derive canonical forms for the 
metric and CKT in spaces which admit one non redundant 
CKT and either one or two commuting CKV's. This task 
is simplified by using some results of Nijenhuis. 6 

Let CS·(M) be the space of qth order contravariant sym­
metric tensors. If P c:CSP (M), QE CS· (M), we define 

pn Q=p("'l'" OiPQOip+1"·ap+.) , (3.1) 

[P, Q 1 = ppP ("'1'" "'P-1ao Q"'P+l"·"'P+.) 

_qQP(O<l···"'o-lBpp"'.·r""'.+p). (3.2) 

These operations satisfy the following equations: 

[p, [Q,R]]+ [Q, [R,PTI+[R, [P, QlJ= 0, (3.3) 

[p,QnR]= [P,Q] nR+Qn [P,R] , (3.4) 

[V,Q]=~vQ, VECS1(M), (3.5) 

[G,Q] =2Q(O<1"·"'.;P) , QE@)'(M), (3.6) 

where G is the metic tensor in contravariant form, and 
P, Q, and R are contravariant symmetric tensors. 
From Eq. (3.6), a CKY, K, and aCKT, Q, satisfy 
[G,K]=¢G, [G,Q]=LnG, where ¢E'CSO(M), LECS1(M). 
KV's and KT's have ¢ and L respectively zero. 

A.OneCKV 

We shall assume that the space allows one nonredun­
dant CKT, Q, and one CKY, V, 

[G,K] = ¢G, 

[G,Q]=LnG, 

and that any other CKT, Q, may be written as 

Q = 1/!G+aKnK+ bQ, 

(3.7) 

(3.8) 

(3.9) 

where a and b are constants,1/! and ¢ belong to CSO (M) , 
and LE€:?(M). (If Q were redundant, b would be un­
necessary.) From Eqs. (3.3) and (3.4), 

[G,[K,Q]]=([K,L]+[¢,Q])nG, (3.10) 

and so [K,Q] is another CKT, implying from Eq. (3.9) 
that [K,QJ =1/!G+aKnK+bQ. The quantities 1/!, a,b are 
not invariant, however, and if we define 

K'=cK, Q'=qQ+pKnK+ryG, 

then 

[K', Q']= 1/!'G+a'K' n K' +b' QI , 

where 
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1/!'=c([K, ryJ+q1/!- TJ(¢+ b» , 

a' = (aq - bP)/c , 

b'=bc, 
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(3.11) 

(3.12) 

and c,q,P are constants, ryE@'1J(M). Consequently, ry can 
always be chosen so that 1/!'=O, and if b *0, we can set 
b'=1, a'=O, Ifb=O, we may choose a'=O or 1, and so 
the canonical forms for [K,QJ are (i) [K,Q]=Q; (ii) 
[K,Q] =KIIK; (iii) [K,Q]=O. We shall chooseK=K"a" 
= al' whence 

G = I/G(x2
, ... , x n ), [G,K] = -(a1log1/!)G , 

(i) Q=ex1Q(x2
, ... ,xn), 

(ii) Q=xWnK+Q(x2
, ••• ,xn), 

(iii) Q = Q(x2
, ••• ,xn) . 

If Kand Q are KV's and KT's respectively, then the 1/! 
and TJ terms in Eq. (3.9) and Eq. (3.11) are constants, 
and in general we cannot set 1/!' in Eq. (3.12) to zero. 
The canonical forms are 

K=0l' G=G(x2
, ••• ,xn), 

Q = e X\;?(x2, ... , x n
), b * ° , 

Q = (a1K n K + a2G)x1 + Q(x2
, ••• ,xn) , b = 0 , 

where a 1 and az are constants. 

B. Two commuting CKV's 

We shall end this section by extending the previous 
analysis to the case of one non redundant CKT, Q, and 
two commuting CKY's, K/ (i = 1,2) , 

[G,K;]= ¢jG, [G, Q]=L n G, [Kj,K j ]= 0, 

[Kj, Q]= 1/!/G + ajQ + bjstKs n K t , 

(3.13) 

(3.14) 

where 1/!j E@f>(M) and a j , b;'t are constants. From Eqs. 
(3.13) and (3.3), 

[Kj,[Kj,QJ)=[Kj,[Kj,Q]J, (3.15) 

and substituting Eq. (3.14) into Eq. (3.15), 

KsnKt(ajb/ t - ajb jst ) + ([Kj' 1/!j] - [K j , 1/!j] 

(3.16) 

In spaces of dimension greater than two the coefficients 
of KsnKt and G in Eq. (3.16) must both be zero, whence 

for some bst [provided (a1,aZ) * (0,0)] , 

[Kj' 1/!;] - [Kj, 1/!j 1 + 1/!j(¢/ + aj) -1/!j(¢ j+ a j ) = ° , 
while Eqs. (3.3) and (3.13) imply 

[Kj, ¢j] = [Kj' ¢j] . 

(3.17) 

(3.18) 

(3.19) 

We shall now derive the canonical forms for Q and G. 
Under the transformation 

the coefficients in Eq. (3.14) become 

<Pj' =cj,j (qlji/ + [Kj, ry] -ry(¢j + ai », 

bj,s't' =cj,jcS'Sc t ' t(qb/ t _ a/pst), 

ci,iCi'j=O] , 

(3.20) 

(3.21) 

and so the integrability condition for ljil' = 0 is K J[K j , TJ] 
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=Kj [K j ,1]], or 

° = K j (q1/!i -1](r!>j+a j» -Kj(q1/!j-1](r!>j+a j» , 
where 

(3.22) 

(3.23) 

However, Eq. (3.22) is satisfied because of Eqs. (3.23), 
(3.19), and (3.18), and so we shall transform 1/!j'=O. If 
(a l ,a2 ) * (0,0), the transformation K j • =ci.jKj may be 
used to set (aI' a 2) = (1,0). From Eq. (3.17), we may set 
bj."t' to zero by choosing pst=qb st in Eq. (3.20), and so 
[KpQ] =Q, [K2 ,Q]=0 when (a la2 ) *(0,0). 

The canonical forms are 

Ki =K;"fiu = Orfi,. , 

G=e-0G(x3, ... ,x"), [G,K;]=r!>,;G, 

Q =exlQ(x3
, ••• ,x"), (a l , a2 ) * (0, 0), 

Q=xibistKsnKt+Q(x3, ... ,x"), (ap a2)=(0,0). 

Since we have not assumed that r!>, j is zero, these re­
sults hold when K j are both KV's. This completes the 
solution for the CKT. If Q is a KT, and K j are two 
KV's, we find as our canonical forms 

[KI,Q]=Q, [K2,Q]=0, (al>a 2 ) *(0,0) , 

[Kj,QJ = 1/!iG + ojstKs llKt , (a l ,a2)=(0,0). 

The author has not investigated CKT's which depend 
on the ignorable Killing coordinates. In the next section 
we shall consider only CKT's which are independent of 
the ignorable coordinates. 

4. CKT's IN QUASIDIAGONAl SPACES 

A reducible space7 is one for which the metric tensor 
allows Y commuting KV's, fia, and s nonignorable co­
ordinates, xa, to be chosen such that g"a = 0. A quasi­
diagonal space (qd for short) is a four- dimensional 
reducible space with two commuting KV's, i.e., Y=2, 
s=2. (The KV's are fi1 and fi 2 ; a, b,.·. E{l, 2}; 
~r, 15" •• E {3, 4}.) We shall briefly discuss reducible 
spaces, and then specialize to qd spaces, assuming in 
the future that the CKT is independent of the ignorable 
coordinates, x a, 

gaa=O, BaaQ"'Il=O, 

where Cl! runs from 1 ton, andn=y+s. 

From Eq. (1.2), the equations to be solved, 

ga(b fiaQcb) _ Q a(b fiagcb) = Q(bg cb ) , 

_Q a(afin gbcl = Q(a gbC) , 

gU(bfiaQca)_Qa(bfiUgCa)=tQagbc, 

(4.1a) 

(4.1b) 

(4.2a) 

(4.2b) 

split into two sets, since Eqs. (4.1) involves only Qa b, 
Qab, and Qa while Eqs. (4.2) involve only QCla and Qa. 
Equations (4.1a) represents the general solution of a CKT 
in an s-dimensional space, while from Eq. (3.7), Eq. 
(4.2b) states that the Y vectors, Qaafia, are CKV's for 
the s-dimensional metric tensor, gUb. These are CKV's 
for the whole space whenever _ Qaafiagbc = Qagbc, and so 
the CKT QClafi (Cle> fia) is redundant whenever r= 1, being 
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the symmetrized product of a CKV, QaCl8a, and a KV, 

fia' 

We shall look for canonical forms for the pair 
(gCl b , Q ab), by inspecting the eigenvalue equation 

(QCI b- Aog)yb = 0. (4.3) 

If this...equation has distinct eigenvalues, then both QClb 
and gab can be diagonalized, but in general the mutually 
orthogonal eigenvectors will not form coordinate sur­
faces, and so cannot be chosen as coordinates. This has 
led in the past to technical difficulties which have only 
been circumvented by imposing additional conditions8 

on the eigenvectors of Eq. (4.3). Consequently, we shall 
not consider the general case further, but restrict the 
discussion to qd spaces. Then the eigenvectors can be 
chosen as coordinates, and Eq. (4.3) can be subdivided 
into the three cases when the eigenvalues are complex 
(Case la), real and distinct (Case Ib), and degenerate 
(Case Ic). The solution of the Qaa components will be 
denoted by Case 2. We ignore the case of Qab = 0, since 
this leads to a redundant CKT. 

Case la: A a complex eigenvalue, ya, yu eigenvectors 

Let us use complex coordinates, za, such that o~ = ya, 
o~= ytf. Then Qab and gab are diagonal, and from Eq. 
(4.1a), 

Q3=g33fi3b, Q4=_g4484a, 

gabfi(U@fib)=(R3fi3@ fi3+X4fi4@fi4)/a+b, 

Qobfi(a@ fib)=(bR3fi3@ fi3-aX4fi4@fi4)/a+b, 

where 

Q33 = bg33, Q44 = _agH , 

and R3 and X4 are analytic functions of Z3 and Z4, re­
spectively. The reality of G and Q imply that X 4 =R3 , 

b=7i. We have assumed that a+b *0, otherwise 

(4.4) 

where b is a real function of Z3 and z4, r 1 , r 2 , and Y 3 

are real constants, and Kl and K2 are the KV's fi1 and 
fi 2 , respectively. This is a redundant CKT. If Q is a KT, 
then b is a real constant, and again a + b = ° leads to a 
redundant KT. Ignoring the possibility that a + b = 0, we 
find from Eq. (4.1b), 

fi3(QCd_bgCd)=0, fi 4(QCd+ agCd)=0, 

and so 

G =g"'lla(",@ fill) 

=«c3+d4)fi1@fil+2(e3+/4)8u@fi2) 

+(g3+h4)82@fi2+R3fi3@fi3+X484@fi4)/a+b, (4.5) 

Q =Q"'1l fi(",@fi ll ) 

= «bC3 - ad4) a1 @ a1 + 2 (be 3 - a/4 ) fi u @ fi 2 ) 

+ (bg3 - ah4)fi2 @ 82 + bRa 83 @83 - aX4 fi 4 @ a4»/a + b, (4.6) 

(4.7) 

where R3 , cs' e3 , g3 and X 4 , d4 , /4' h4 are analytic func­
tions of Z3 and Z4 respectively, and b=a, X 4 =1l;, d4 =c;, 
/4 = e;, h4 = g;. If Q is a KT, then a and b are analytic 
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functions of Z3 and z\ respectively, and there is es­
sentially no difference between the given KT and the 
metric, since the KT in Eq. (4.6) may be written in the 
form of the metric in Eq. (4.5) by an obvious redefin­
ition of the functions a,b,c3,d4,e3'/4,R3,X4' and inter­
changing the Killing vectors. In fact the symmetric 
form of G and Q in Eq. (1.1) when Qa is zero shows that 
if Q is regarded as the metric, then G is its KT. 

The metric in Eq. (4.5) may be written in terms of 
real coordinates by defining Z3 = x 3 + iX4, where x 3 and 
X4 are real. Then 

G=(A81161 81+2B8(116182)+C8216182+D8/il83 

+ 2E8(3161 84 ) - D8 4 6J 84)N , 
where A, B, C, D, E are real harmonic functions of x 3 

and X4, and ~I is harmonic iff the CKT is a KT. The 
corresponding Q in Eq. (4.5) is pure imaginary, but as 
any CKT is only defined up to a multiplicative constant, 
we can always make Q real. 

Case lb: Two real eigenvalues 

Let us choose our coordinates so that the linearly in­
dependent eigenvectors are 15~8" and 15~8". Thenglla 

and QIlO are diagonal, and the preceding analySiS of 
Case 1a applies, so that the metric and CKT are given 
in Eq. (4.5) and Eq. (4.6), respectively, but now R 3 , 

c
3
,e3h!i3

, and X 4 ,d4 J4,h 4 are (not necessarily analytic) 
real functions of x 3 and x", respectively. 

Case lc: A single eigenvalue 

Nonredundant CKT's exist only if signature ("f?ab) = 0, 
and so we shall choose as our nonignorable coordinates 
the two real null directions for gab. Then the condition 
for a single eigenvalue is Q 33Q44 =: 0, and without loss of 
generality we take Q33 = 0. If Q44 is zero also, we have 
the redundant solution of Eq. (4.4), and so we shall as­
sume that Q44 is nonzero. Our canonical forms are 

( 0 g34) (.0 Q34) au Qau Q44",0, g =: g34 0' = Q34 Q44 , 

and the coordinate freedom is x 3
' = x 3

' (x 3
), x 4

' (X4). From 
Eq. (4.1a), 8 3Q44

", 0, and so the coordinate transforma­
tion x4' =: x 4' (X4) will be used to set Q44 = ± 1. The com­
plete solution for the metric and CKT is 

G = «(x483e/d + l/d)8 (c:o) ad) 

+ 2Q44 a (3 ~ ( 4 »)/(b - x4dll) , 

Q =: aG + e~d a (c::.) ad) + Q44 a4 'J a4 ' 

where Q34=:a.~·3" b=:x4 a3a+ (Q34/g 34) , and e/d and/30d are 
functions of x 3, Q44 = ± 1, and Q is a KT iff a and bare 
functions of x 3 • 

Case 2: The Qaa components 

If the determinant of Qall is zero, then Qlll", IQ21l for some f, 
and either 1 is constant, in which case a linear trans­
formation among the KV's will set Q1a to zero (and so 
Q is redundant), or 1 is nonconstant. This is only pos­
sible when Qaa 81l are both null, but then Eq. (4.2a) im­
plies that gab is zero, or 1 is constant. Consequently, 
we assume that det(Qaa) '" 0. 
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Specialized solutions of Eq. (4.2) may be found, for 
example 

G", ¢( a (X4)2 + 2cx4 + d) 8
1 

(9 8
1 

_ 2(ax3x4+ bx4+cx3+/)a(I:iJ °2i 

+ (a(x3)2+ 2bx3+e) 8(216182)+ Go aba(a :iJab> , 

Ql=:-o3log¢, Q2",-a
4
log¢, 

where Goaa is a constant matrix, a,b,c,d,e,/ are con­
stants, and ¢ is an arbitrary function of x 3 and X4. 
However, the author was unable to solve Eq. (4.2a) 
completely, and so we shall not discuss the Qall com­
ponents further. 

We end this section by solving the null geodesic equa­
tions in spaces defined by Eq. (4.5). If the correspond­
ing Q is a KT, the discussion applies to all geodeSics. 
For this metric there are four independent first in­
tegrals, 

Ll=:I5~P", L 2",I5:;P", L 3"'g"ap"Pa , L 4=Q"ap"Pa , 

where P" = dx" / dA is a null geodesic with affine param­
eter A, and L 1,L2 ,L3,L4 are constant along P". From 
Eqs. (4.5) and (4.6), 

R 3P3
2 =aL3 - c 3L12- 2e3LIL2 -g;L22+L4' 

X 4 p 4
2 = bL3 - d4 L/ - 2/4L1L2 - h4L/ - L4 , 

and so when Q is a CKT (L 3=0), or a KT la=a(3), 
b = b (4) ], we see that P 3 and P 4 are functions of x 3 and 
x4

, respectively. This allows the null geodeSic equa­
tions to be solved by quadrature,9 

dx3/R
3
P3=dx4 /X.,P4 , 

dXl", (L IC 3 +L2e3)dx3 IR3P3 + (L 1d4 + L2f4)dx4 /X4P 4 , 

dX2 = (L ,e 3 + L 2g 3)dx3 /R 3P3 + (LJ4 + L2h4)dx4/X4P4 , 

dA=adx3/R3P3+bdx4iX4P4' (4.8) 

and we still have the coordinate freedom x 3
' '" x 3

' (x 3
), 

x4' = x 4' (X") , and a linear transformation among the Killing 
vectors, which may simplify Eqs. (4.8). 

An example of such a space is the solution (belonging 
to Case 1b) of Plebanski and Demianski for the charged 
Kinnersley metric with a cosmological constant 

a", 2/)2/(1_ jJq)2, b '" 2q2 /(1- jJq)2 , 

c
3 

=: _p4/~[{.( p), d
4 

'" (lih (q) , 

C3",_p2/g (P), f4",-q2/h(q), 

g3'" -lIg(t») , 114 =: 1 /h(q) , 

X3 = p, X4 =q , 

where g and h are certain real quartic functions lO
-

13 of 
the real variables p and q, respectively. If the perfect 
square condition, c 3 g 3 =e3

2
, d4 h 4 =/4

2
, holds for the Case 

1b metric of Eq. (4.5), andR3,X4 ,c3,e3,g3' -d4 ,-/4 ,-h 4 

are positive on some coordinate patch, with g3 and h4 
being nonzero, then Eq. (4.5) may be written as 

ds 2 = (a+ b)«(m/P3+qy(dXI + Cf4dx2)2 

_ (r
4
/P3 + q 4)2 (dXl _ P3dx2)2 

+ (dx 3/VR;)2+ (dX4/,;x:)2), 

G.J. Weir 
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wherem 3
2g 3 =1, n4

2h4 =1, P3
2g 3 =C3 , Q42h4=d4. The two 

real null vectors 

( W+) = ~ ±(~) (dx i _P3dx2) 
w· ~ P3 +Q4 

are geodesic and shear free, and so the empty space 
subclass of Eq. (4.9) are the Type D metrics. The cor­
responding CKT is that found by Walker and Penrose. 

CONCLUSION 

We have shown that two second order, trace-free 
symmetric tensors, two third order tensors (satisfying 
L ("B)Y = 0 = L ["BY])' a bivector, and a tensor with the 
Riemann symmetries arise in a derivation of the struc­
tural equations for CKT's. An analysis of their first 
integrability conditions, which result from identities 
among the sixth order derivatives of Q"B' seemed im­
practical and so additional restrictions were imposed. 

We assumed that the space was quasidiagonal and that 
the CKT was independent of the ignorable Killing co­
ordinates. The complete solution for the metric was 
given when the CKT is also qd and the subclass con­
taining the empty Type D spaces discussed. 

A different approach was adopted recently by Hauser 
and Malhiot14 who showed that the existence of a certain 
canonical form for the Killing tensor is sufficient to 
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impose a two-dimensional, Abelian symmetry group on 
the space. A similar result was found by Sommers. is 
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Schrodinger's classical solutions of Maxwell's equations in an expanding universe with positive spatial 
curvature are reformulated in terms of group theory. Euler angles are used as coordinates in spherical 
space; the equations satisfied by the components of the complex electromagnetic field tensor are then given 
in terms of Euler angles. It is shown that if the fundamental modes of the electromagnetic field are 
appropriately chosen, certain components of the tensor are given by matrix elements of the irreducible 
representations of the group SU(2). 

I. INTRODUCTION 

The problem of finding the fundamental modes of the 
electromagnetic field in an expanding universe with 
positive spatial curvature was first solved by 
Schrodinger, I using analytical methods. In the present 
work the problem is formulated and solved using group 
theoretical methods. The expression of the fundamental 
modes of the electromagnetic field in group theoretical 
terms is of intrinsic interest; we also find that some 
derivations are considerably simplified. 

An additional motivation for the present work stems 
from considering the quantization of the electromag­
netic field in curved space- time. In the case of flat 
space-time, an analysis of Maxwell's equations based 
on the group 8U(2) led to an elegant method of gauge­
free quantization. 2 The present work is also based on 
the group 8U(2) and may lead to a similar quantization 
formalism for homogeneous, spatially isotropic curved 
space-times. 

Section II contains the group theoretical framework 
of the present approach. It is based on the observation 
that spherical space of radius unity is also the space 
of the group SU(2); Euler angles can be used, therefore, 
as coordinates in the space. By using a well-known 
completeness theorem, all square-integrable quantities 
defined over the space can be uniquely expanded in 
terms of the matrix elements of the irreducible repre­
sentations of the group SU(2). 

Schrodinger's formulation of Maxwell's equations in 
an expanding universe with positive spatial curvature is 
briefly summarized in Sec. III, and some of the results 
are stated. He uses cylindrical coordinates in spherical 
space, which are related to Euler angles by simple 
linear transformations. 

The group analysis is given in Sec. IV. The compo­
nents of the complex electromagnetic field tensor and 
the equations they satisfy are transformed from 
cylindrical to Euler angles coordinates. A complete 
solution of these eq uations is derived in terms of the 
matrix elements T~Q(u), u E SU(2), of the irreducible 
representation of the group SU(2). It is shown that if 
the fundamental modes are appropriately chosen, some 
of the tensor components are simply given by 
[S(t) l-IT~q(u) where t is the cosmic time and S(t) is the 
Robertson-Walker expansion function. 
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II. SPHERICAL SPACE AND THE GROUP SU (2) 

If the universe is assumed to be isotropic, spatially 
homogeneous, and contains a congruence of fundamental 
world lines which fills the whole of space-time, then it 
is possible to choose a canonical coordinate system 
(t, XI, X2, x3) such that the metric tensor in the coordi­
nate system is of the form3 

2 2 2 
d 2 -dt2 _ S2(t) dx! +dX2 + dX3 

s - . (1 + }ky2)2 (2.1) 

where 

(2.2) 

and on the fundamental world lines ds 2 =dt2• The co­
ordinate t in the canonical frame of reference is called 
"cosmic time." 

The isotropic, spatially homogeneous cosmological 
models are classified into the following three well­
known types: 

(i) 1? = + 1 (spherical space). The hypersurfaces t 
= const have constant positive curvature. 

(ii) k = 0 (Euclidean space). The hypersurfaces k 
= const have zero curvature. 

(iii) I? '''' - 1 (pseudospherical space). The hypersur­
faces t = const have constant negative curvature. 

The present paper deals with the case of spherical 
space. Following 8chrodinger's notation,! let xl =w, 
X2 = ¢, x 3 = <p be cylindrical coordinates in spherical 
space, having the range 0 < ¢, d) < 271 and 0'" w < 71. 

The possibility of applying group theoretical methods 
to the analysis of equations in spherical space arises 
through the following observation: Spherical space with 
curvature unity is also the space of the group SU(2), 
and, if the following transformation of coordinates is 
employed, 

x!=Fl=~w, x2=0'=~«(p'H)), x3=Y=h¢-~)), 

(2.3) 

then QI, 13, yare the Euler angles, which are the most 
commonly used parameters of the group SU(2). 4 

Since the matrix elements T~q(u) of all the irreducible 
representations of the group 8U(2) form a complete 
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orthogonal set over the group, any function F(u), u 
E SU(2), which satisfies 

J iF(u)i 2du<oo, (2.4) 

where du = (1/16)7T-2 sinj3dO! dj3dy is the invariant mea­
sure over SU(2), normalized so that jdu=1, can be 
uniquely expanded in the T~.(u): 

J J 

F(u) = ~ ~ ~ a~ T~.(u). (2.5) 
J p=-J .=-J 

The coefficients are given by 

at. = (2j + 1) J f(u)T~:(u)du, (2.6) 

where T~: is the complex conjugate of T~. Equation 
(2.6) follows from the orthogonality relations of the 
T~.(u): 

J T~(u)T;~(u)du=(2j + 1)"1 0JJ,OW 0 •• ,. (2.7) 

The T;.(u) satisfy the equation5 

[ 
02 0 1 (0 2 02 02 ) 

aj3f + coti3a{3 + sin2j3 ~ + ay - 2 cos(3 00! oy 

+ j(j + 1)J T;.(O!, (3, y) = O. 

They can be expressed in the form 

T~.(a, (3, y) = exp(ipa) d ~.(13) exp(iqy) , 

where d/.({3) '" T~.(O, (3, 0) satisfies the equation 

[ 
d2 d p2 + q 2 - 2pq cos(3 .. ] 

di¥' + cot(3 dj3 - ou2(3 + J(J + 1) 

xd/.«(3) = o. 

III. MAXWELL'S EQUATIONS IN SPHERICAL 
SPACE-TIME 

(2.8) 

(2.9) 

(2.10) 

Let the electromagnetic field tensor be defined in 
locally Minkowskian coordinates by 

(3.1) 

where E;, B k , are the usual electric and magnetic field 
components: Latin indices take the values 1,2,3, Greek 
indices take the values 0, 1, 2, 3, and €;Jk is the totally 
symmetric Levi-Civita symbol with €123 = 1. As usual, 
let the covariant components of ¢",a be given by ¢"'v 
=g",,,,gva¢,,,a, and let ¢",a=t-v-g€aa",v¢",vbe the dual 
tensor of ¢aa. Let 

F ",a =' ¢",a + i¢",a, (3.2) 

be the complex electromagnetic field tensor. 6 

Maxwell's equations in curved space-time can now 
be expressed in the form 

and the following results were obtained by 
Schrodinger1: 

(3.3) 

(i) F 23 , F3t> and F12 can be expressed in terms of 
F 12 , F 13 , F14 as follows: 

F 23 =iSsinwcoswF 14 , F31 =iScotwF24 , 

(3.4) 
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S =S (t) is the expansion function (see Sec. II). 

(ii) In terms of a new variable T'" r dt/S(t) the F k4 can 
be written in the form 

(3.5) 

where II, n, m are integers and II"" 2. A fairly complex 
set of relationships between the allowed values of 
II, n, m was derived. These will not be reproduced 
here; the group approach yields equivalent relationships 
rather simply (see Sec. IV). 

(iii) f14 can be expressed in terms of f24' f34 by the 
equation 

II sinw COSWf14 =inf34 - imf24' 

and f24' f34 satisfy the equations 

v sinw cosw~ +nmf34 - m2h4 + 112 cos2Wh4 = 0, 

v sinw cosw~ - mnh4 +n2f34 - 112 sin2wf34 = O. 

If f, g are now defined as 

f=f34 +f24 , g=f34 -f24' 

then the following equations are obtained: 

211 sinw cosw :~ + (n 2 - m 2 + 112 cos2w - 112 sin2w)J 

+ (2mn + m 2 _ n2 _ v2)g = 0, 

211 sinw cosw ~~ + (2mn - m 2 - n2 - 112)f 

+ (m 2 +n2 _ 112 cos2w + 112 sin2w)g = O. 

IV. GROUP ANALYSIS 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

Transformation of the tensor Faa from cylindrical 
coordinates x'" to Euler angle coordinates x'" yields 

Because of Eqs. (3.5) and (3.8) we obtain the following 
form for F 02 ' F03: 

F 02 =S-1 exp[i(lIs +pa + qy)]f«(3) , 

F 03 =S-1 exp[i(vT+pa +qy)K(I3), 

where 

p =t(m +n), q =t(m - n). 

(4.2) 

(4.3) 

The set of equations satisfied by f and g is obtained by 
applying the transformation (2.3) to Eqs. (3.9). The 
calculation yields 

2v sin(3% + (112 cos(3 - 4Pq)f + (4p2 - 112)g = 0, 
(4.4) 

. dg 
2v sm(3 d(3 + (4pq - 112 cos(3)g - (4q2 - v2)f = O. 

By eliminatingf«(3) from Eqs. (4.4), the following 
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equation is obtained for g(fl): 

d2g dg 1 2 1 ) 
""{j{3'l" + cotfl dfl + (:tV +2V g 

p2 + q2 - 2pq cosfl _ 0 
sin2fl g - , 

and f(fl) is given in terms of g({3) by the equation 

f(fl) 2v sinfldg/dfl + (4pq - v2 cosfl)g 
4q2 _ v2 

Alternatively, by eliminating g(fl), one obtains 

d
2f 9L l2 l) J"i32 +cot{3 dfl +(4 V - 2vif 

_ p2 + q2 - 2pq cosfl f = 0 
sin2fl . , 

and g(fl) is given in terms of f(fl) by 

g
(fl) 2v sinfldf/dfl + (v cos{3 - 4pq)f 

J - 4p2 

If the functions F + and F. are now defined as 

F+(O',fl,y)=exp[i(pO' + qy)]f(fl) , 

F jO', fl, y)"' exp[i(jJO' + qy) ]g(fl), 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

it follows from Eqs. (4.5) and (4.7) that they satisfy 

XC~2 + ~ - 2 cosfl2!:y) ]F±(O', fl, y) = O. (4.10) 

Since the functions F +(0', (3, y) and F jO', fl, y) are de­
fined over the space of the group SU(2), they can be 
uniquely expanded according to Eq. (2.5). If we now 
substitute these expansions in Eqs. (4.10) and denote 

. {~V-l ifv?O, 
J+ = 

-tv ifv<O, 
(4.11) 

and 

. {~v if v? 0, 
J.= 

-~v-l ifv<O, 

(4.12) 

then in all cases 

~V2'f~lJ=j±U± +1), j+,.j. 0, (4.13) 

and the following conclusions follow from Eq. (2.10) 
and (4.5)- (4.8): 

(i) Solutions of Eqs. (4.10) exist only for j+, j., p, q 
integer or half-integer; lJ is, therefore, a (positive or 
negative) integer. Since lJ is real, it follows from Eq. 
(4.12) that Iv I? 2. If lJ is odd, j+, j., p, q are all half­
integers; if v is even, they are all integers. 

(ii) Let lJ be positive, and consider Eqs. (4.5), (4.6). 
Because of Eq. (2.6), Iq I =~lJ=j. is excluded; there 
are lJ2 - 1 solutions 1 of the formB 

(4.14) 

where af;;; are arbitrary constants and the allowed values 
ofp,qarep=-2j.-l, -2j., ... ,2j.+l, q 

=-2j., •.. ,2j •. 
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(iii) Let lJ be negative and apply similar considera­
tions to Eqs. (4.7), (4.8). One obtains again lJ2 - 1 solu­
tions; they are 

(4.15) 

withj+=-;]-lJ, at~ arbitrary constants and p, q having 
the allowed values p = - 2j., ... ,2j+, q = - 2j+ - 1, 
-2j+, ... , 2j+ +1. 

It follows now from Eqs. (3.5), (4.14), and (4.15) 
that all the fundamental modes of the electromagnetic 
field in spherical space can be described as follows: 
Corresponding to every positive integer lJ satisfying lJ 
? 2 there are v2 - 1 modes given by 

(4.16) 

with the corresponding F 24 (0', fl, y, t) determined by Eqs. 
(4.6) and (3.5); and corresponding to every negative 
integer satisfying lJ';: - 2 there are lJ2 - 1 modes given by 

(4.17) 

with the correspondingF 34 (0',fl,y,t) given by Eqs. (4.8) 
and (3.5). For all allowed values of lJ, once F24 and 
F34 are given, the other components of the tensor F <>8 

are determined by Eqs. (3.4)-(3.6). 

It follows, therefore, that for any given electromag­
netic field in spherical space- time the expansion of 
F 34 (for lJ' 2) or F24 (for lJ oS - 2) in terms of the matrix 
elements of the irreducible representations of the 
group SU(2) can be physically interpreted as an expan­
sion in terms of the fundamental modes of the field. 
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It is shown how the requirement that the Gibbs' ensemble average <A>=Tr(e 2HbA)/TrA, 
b = -(l/2)kT, of any physical quantity A be formally expressible as an expectation value 
(PbIAlbP)/(PblbP) over a thermodynamic state IPb), naturally leads to the realization of (Pbl, 
as a cross section of a fibre bundle 8( G) with fibre G, over a manifold M of pressure states P as base 
space, where G is the infinite-dimensional Lie group I exp(Hb + unPn ); - co < b, Un < 00 1 generated by H 
(Hamiltonian) and [Pn ; n = 1,2""1, the sequence of projectors on the eigenvector subspaces of H. 
The group G is thus partly parametrized by the temperature variable b. 

1. INTRODUCTION 
The recent attempt of Takahashi and Umezawa l to 

formulate quantum statistical mechanics at finite tem­
peratures in the form of a quantum field theory with a 
temperature-dependent "vacuum" raises some issues 
regarding the true mathematical structure of the object 
IP, T}, which can be said to represent the state of sys­
tem in thermodynamic equilibrium. 

In the paper of Takahashi and Umezawa, a so-called 
temperature-dependent vacuum is constructed in the 
form 

1(3) =Z·I/2([3),6 exp(- [3E/2) In,n), 
n 

where Z is the partition function, [3 = 1/ k T, and In, n) 
is the direct product of two kets In), In>, which the m­
selves are defined by the two eigenvalue equations 

Hln)=Enln), 

ii In)=Enln), 

the former equation referring to the real physical sys­
tem, and the latter to an analogous fictitious system 
whose Hamiltonian H is supposed to have the same 
spectrum as the actual Hamiltonian, H. With the aid 
of this construction, the authors then proceeded to 
construct Fock operators and other related quantities. 

The above construction for I (3) arose from the 
requirement that the statistical average of a quantity 
A, over the canonical ensemble at temperature T, 
viz. , 

(A) = tr(Ae·BH )/ z, 
[3= l/kT, 

z=tr(e-llH ), 

be expressible as an expectation value 

where I (3) is a suitable temperature-dependent state. 
The main object of this article is to demonstrate that, 
keeping the last-mentioned prescription in mind, one 
can elucidate the precise mathematical nature of the 
(p, T) states of a system in equilibrium. We shall 
henceforth call such states thermodynamic states, and 
denote them by (P,b I, where P is pressure, Tis 
temperature, and b = - 1/2kT. 

The laws of thermodynamics provide a direct mathe-
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matical relationship between the finely structured (i. e. 
detailed) microscopic states on the one hand, and the 
much coarser space of thermodynamic states (p, b I , 
on fhe other hand. The relationship is provided by the 
above-mentioned averaging process, which we shall 
show is tantamount to the canonical projection of the 
manifold of microscopic states, viewed as the total 
space of a fibre-bundle, on the manifold M of pressure 
states (p) taken as the base space. 

2. THERMODYNAMIC STATES 

A nonmagnetic physical systel~ in thermodynamic 
equilibrium is describable in terms of the pairs of 
variables: (p, T) (T, V), (V,S), or (S,P), with corre­
sponding potential functions G (Gibbs' potential), F 
(free energy), U (internal energy), and H (enthalpy), 
respectively, where P is pressure, T, Kelvin tempera­
ture, V, volume and S, entropy. The pair that is chosen 
determines the potential that is minimized at equilib­
rium. We shall in this article choose the pair (p, T). 
Furthermore, we shall allow for the fact that (meta­
stable) quantum electronic systems can be shown to 
exhibit (formal) thermodynamic properties with temper­
ature values in the negative range2 of the temperature 
scale. Thus we shall use as the temperature parameter 

b = -1/2kT, 

where k is the Boltzmann constant, and - 00 < h < 00. 

Suppose the physical system C is described by a 
Hamiltonian H(C). Let H(C) have a spectrum En(C} de­
fined by the eigenvalue equation 

where the eigenvectors In> are complete and orthonor­
mal. The significance of the system parametey C written 
explicitly in En(C) is that since b can be pOSitive, the 
partition function 

Z=tre2Hb 

may be infinite unless we ensure that the upper bound of 
En(C) is finite for systems C corresponding to positive 
values of b. Thus the system parameter C will have 
essentially two values, which we denote as + and - . 
C is + if and only if b ~ ° (e. g. , for metastable quantum 
electronic systems) and C is - if b < 0, i. e., for normal 
physical systems. The set {E

n
(-)} need not have an 

upper bound, but {En ( +)} must have an upper bound. 
With this proviso on the boundedness of the spectrum 
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of H, we shall assume that b takes arbitrary values on 
the entire real line. We shall also drop explicit men­
tion of the system parameter C. 

3. BUNDLE OF LINEAR FRAMES 

Let M denote the positive real line defined by the 
pressure states P ~ O. M is a differentiable manifold. 3 

At each point of M, i. e., for each pressure value, P, 
let L(a,P) denote the ordered set {( n,p I an: n= 1,2, ... } 
of eigenvectors of H (acting from the right), 

(n,Pi anH=( n,Pi anEn' 

where {an} is any sequence of real numbers for which 
the series L;:l a~ converges. L (a, p) will be called a 
linear frame at P, and will be represented as a row 
matrix with nth entry (n,Plan. The frame L(a,P) spans, 
i. e., is basis for, the Hilbert space at P, which we 
denote by E p' Now let L (M) be the set of all such linear 
frames at all points P of M, i. e. , L (M) is a product 
space consisting of pairs (P,L(a,P»). Let GL(Ep ) denote 
the group of automorphisms of Ep. GL(Ep) is the infinite 
general linear group with real entries. Let IT be the 
mapping of L(M) onto M which maps a linear frame at 
Pinto P, 

Il :L(a,P) - P. 

The group GL(Ep ) acts on LU1,I) on the right as follows: 
If L(a,P) is a linear frame at P, and AE GL(Ep )' then 
L (a' ,p) = L (a, P)A is also a linear frame at P, where 
L (a' ,p) is the row matrix with nth entry Lm<m I amAmn' 
This action of GL(Ep ) on L(M) is effective in that only 
the identity element of GL(Ep) leaves any point of L(M) 
fixed. Thus the triplet ~ = (L (M), IT, M) is a principal 
GL(Ep)-bundle which we may call the bundle of frames 
over M.4 

We shall now consider the subgroup K of GL(Ep ) con­
sisting of diagonal matrices, k, with real entries 
k , n == 1,2,' . '. In general, k would be semi-infinite 
i~ dimension and we must impose the condition that 
the series Z~=l k~ converges. The group K acts effective­
lyon L(M) from the right, K :L(M) - L(M). It thus 
defines the subbundle ¢ = (L (M), IT ,K) as a reduced 
bundle. [We note that it is not required that K be a 
closed subgroup of GL(Ep), which it is not, since the 
diagonal entries are not equal. ] ¢ will be called a 
principal K -bundle and denoted by ¢(K). The space M 
is isomorphic with the quotient space of L (M) by the 
equivalence relation induced by K:M",L(M)/K. 

The elements of M are in one-to-one correspondence 
with the sets of equivalent row matrices L(a,P) with 
nth entries (n,PI an' two such matrices L(a,P), 
L(a' ,p) being equivalent if they are connected to each 
other by a right action of some k E K. Since all the row 
matrices for a given P are so related, we see that the 
mapping IT defined earlier coincides with the canonical 
map 

II :L(M)- L(M)/K. 

This map associates each K-equivalence class in L(M) 
with a point P of M. From this right action of K on 
L(M), we may also obtain a representation k - exp(knPn) 
of K as a Lie group of transformations of L(M) at P, 
where k n is real and P n is the projection operator onto 
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the eigenvector subspace corresponding tothe eigenvalue 
En of the Hamiltonian H. This representation of K will 
be useful later. 

For each value of pressure P EM, the space IT-1(p) 

is the fihre over P. Each point y of rr-1(P) is called a 
cross section and is representable by the graph 
(P ,g(y», where g(y) is the element of K with the aid of 
which}' is reached by right translation from some 
fixed row vector L(aa,P), 

4. THE BUNDLE OF THERMODYNAMIC STATES 

Now let us consider again the eigenvalue equation 

where 

(min>=5 mn · 

We also put 

H==6anP n, 

where a are real numbers subject only to the condition 
that 1;;;1n a! converges, and P n is, as before, the projec­
tion operator onto the eigenvector subspace correspond­
ing to the eigenvalue En of H. It follows that 

[H,PJ=O. 

Also since P"P m = 0 for m * 1/, we have 

[Pn,p ml= 0 

for all m, 1/. 

Furthermore Hand {P
n

} are generators of an infinite­
dimensional Lie group G, whose elements g are given 
by 

X==hH+unP n, 

where b = - 1/2kT, and un are real numbers subject to 
the Hilbert space convergence condition imposed earlier. 
The Einstein summation convention over repeated in­
dices is also assumed. 

The group K acts on G from the left according to 

W = bH + (un + kn)Pn, 

where grc- G, and Iz=exp(knPn)EK. We have here used 
the representation 

k - exp(knPn) 

of K as a Lie group of transformations on the space of 
{L(a,P)}. Now, associated with the principal K-bundle 
¢ is a fibre bundle e(G) constructed as follows: We 
consider the left action of K on the Lie group G as given 
above. For every kEK, XEL(M), KEG, the relation 

1< : (x ,g) '" (x ,g)k - (xk, k-1g) 

defines a (right) K-structure on L(M)xG. 

Furthermore, the map 

f: (L(M)xG) - L(M)G", e, 
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under which the action of K on (L(M) x G) goes to the 
quotient, defines the quotient space 

e = j{(L(M) XG)K) 

which is isomorphic with (L(M) xG) modK. 

Let ne : e - M be the factorization of the composition 

01' 0 

L(M)xG - L(M) - IV! 

by the projectionj: (L(M)xG)- e, so that the following 
diagram is commutative: 

01' 
L(M)-L(M)XG 

1 n 1 j 
0 0 
M~e 

e = e(G) is the jibre bundle over M with jibre G (viewed 
as a K-module) and associated principal K bundle cp. 
The group K is the structure group of the fibre bundle 
e. For every point P EM, the fibre n;l(p) is a space 
homeomorphic with G. It has as points the objects 
(P,b,k)=L(l,P)eX ; X=bH+knPn, where L(l,P) is the 
row matrix with nth entry (p, n I, so that (p, b , k) is a 
row matrix with nth entry (P, n I exp(bEn + kn), kn being 
arbitrary real numbers subject only to the already stated 
convergence conditions. The objects (p, b, k) are the 
cross sections of the fibre. They are parametrized by 
real numbers {b,k n ,n=1,2, .. . }. Thejamily oj sections 
for which k n = 0 for all n are denoted by (p, b I , and are 
precisely the thermodynamic states needed to express 
the average of any physical quantity in the form 

(A) = (p, b IA I b,P)/(P,b I b,P). 

5. CONCLUSION 

We have shown that the requirement that the Gibbs 
expression for the statistical average of a physical quan­
tity in the canonical ensemble be written as an expecta­
tion value between thermodynamic states I b ,p) naturally 
leads to (p, b I being realized as a cross sectioo of a 
fibre bundle e, with s landard jibre G, where G is the in­
finite-dimensional Lie group generated by the Hamilton-
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ian H and the infinite sequence of projection operators 
P

n 
onto the eigenvector subspace corresponding to the 

eigenvalue E of H. The base space M of this bundle 
is the positiv"e half-line P?- 0, where P is the pressure 
of the system. If lIe denotes the mapping from 8 onto 
M, and if P EM, then the fibre n;1 (p) of which (p, b I 
is a cross section, is homeomorphic to the group G, 
which does not have a vector space structure. The 
space of the thermodynamic states (p, b I is therefore 
not a vector space. This is in agreement with the super­
selection rule according to which no temperature state 
can be obtained as a linear superposition of two or more 
temperature states. 

Referring to the paper of Takahashi and Umezawa, I 
which motivated this work, one can see that their 
fictitious operator ii is very much akin to our direct 
sum ii = L; a P of projection operators, and these 
latter are\y ~o means fictitious. Having obtained the 
states as sections of a fibre bundle, it is a straight­
forward matter to req.lize the relationship between one 
(p, T) state and another in terms of the usual morphisms 
of the fibre bundle. 5 
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Solutions to the Cauchy problem for the equation i u, = tJ. u + F(lul') u (XEIR", t> 0). u (x ,0) = 'P(x). 
are considered. Conditions on 'P and F are given so that, for solutions with nonpositive energy, the 
following obtains: There exists a finite time T, estimable from above, such that ilgradu(t)ilL'(RU)->+oo 
as t--; T -. It is also shown that other Lq-norms of a solution (including q = 00) blow up in finite time. 

INTRODUCTION 

Consider the Cauchy problem for the equation 

iUt=~u+glul~-IU, XE:lR", t>O 

u(X,O)=cp(X). (1) 

Here g> 0, p> 1, and 'P is assumed to be smooth and 
small at infinity 0 We investigate conditions under which 
solutions to (1) (and to equations with more general 
nonlinearities) may blow up in finite time. To motivate 
the result, we consider the problem of finding an a 
priori bound on the HI (lR") norm of a solution. As is 
well known, a sufficiently regular solution satisfies 

Ilu(l)112=( f~n iu(x,tlI 2 dx)I(2 

=const= 11'P112 (2) 

(3) 

We estimate the norm 1I/I(t)II~+1 appearing here by the 
Sobolev inequality! and obtain (assuming f> + 1 < 2n/(n - 2) 
if n > 3, j) arbitrary for 11 = 1,2) 

1111(1) II P+I '" const II It(t) II ~_e II V'u(t) II L 
where 1 (1 1) 1 - e p \- 1 = e 2' - -:;; + --2- , 

Le .. for 8=n(p-1)/2(p+1). Since lIu(t)112 is uniformly 
bounded by (2), this gives the estimate 

II u(1) II ::1"" const!1 V'u(t) 11"2(p-I) (2. 

Then, assuming I Eol <00, we find from (3) the 
inequality 

II V'u(!) II ~ ,; I Eo I + gconst II V'u(t) II ~(P-!) (2. 

Clearly an uniform bound on IIV'u(t)112 results, provided 
(n/2)(p - 1) < 2; that is, provided p < 1 + 4/Jz. For larger 
values of p, such a bound could still be obtained under 
a "smallness condition" (e. g., if g were sufficiently 
small); however, the global existence of "large" solu­
tions would then be in doubt. Indeed, our blow-up 
theorem, as applied to this case, gives a class of initial 
values cp for which the norm IIV'u(t>l1 2 of a solution u to 
(1) blows up in finite time, provided Eo"" ° and 
p> 1 +4/n. 

Strauss2•3 has shown that "small" solutions to (1) 
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(regardless of the sign of g) exist globally and decay as 
t - 00, provided p is sufficiently large. When n = 3 and 
g < 0, Lin4 has determined the asymptotic behavior of 
"large" solutions to (1) for 3 ~ P < 5. When n = 1 and 
g> 0, (1) possesses solitary wave solutions. 2.3.5 In fact, 
a special consequence of the procedure in Ref. 5 is 
global existence for (1) in the case n = 1, P = 3. 

In the past few years a dramatic increase of interest 
in such blow-up results has occurred. However, none 
of the presently known methods seems to apply to 
Schrodinger-type equations. We include in the biblio­
graphy a representative (but 110t complete) list of known 
results (cL Refs. 6-21). Of course for solutions to 
quasilinear hyperbolic equations, similar singular be­
havior (the pointwise blowing up of derivatives of solu­
tions) is well knownI9.~1 in one space dimension. 

1. THE BLOW-UP THEOREM 

The Cauchy problem to be considered has the form 

il/t=~u+F(luI2)U, x.",lR", t>O, u(x,O)=cp(x)o 

(4) 

For simplicity, we shall assume that cp E: 5. In addition, 
we assume that the real-valued function F is smooth 
enough so that a unique, local classical solution to (4) 
exists, which lies in a Sobolev space of sufficiently high 
order. This can be done using the existence theorem 
of SegaL 22 

We begin with a lemma giving several identities which 
will be used in the proof. We also define 

C(u) = [" F(s)ds. 
• 0 

Lemma; Let 11 be a solution of (4) (as above) on an 
interval ° "" t < t 1. Then 

(iii) r:t jlxI2IuI2dX=-4 ImfrulIr dX, r= lxi, 

(iv) ~l[ 1m/ ruur dx=-2/IV'uI2 dx 

+ n fi I u 12 F( I u 12) - G( I U 12) jdx. 
(All integrals are taken over 1R", and Ii denotes the com­
plex conjugate of u.) 

Proof: We first multiply (4) by 2u and take the imag-
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inary part of the result to get 

:t lulz=v. (2 ImuVu). 

Thus (i) follows. Now multiplying this identity by I x IZ , 
integrating over JRn, and integrating the right-hand side 
by parts, we obtain (iiil. To establish (ii) we multiply 
(4) by 2up integrate, and take the real part of the re­
sulting expression. It remains to derive (iv). For this 
purpose, multiply (4) by 2rur: 2iruru t = 2rur6.u 
+ 2F( I U IZ)ruur . We integrate the real part of this ex­
pression over JRn; the result can be written as 

I=II + III, 
where 

II = 2ReI rur6.udx, 

We integrate by parts and find directly that 

II = (n - 2) I I Vu IZdx, 

III = - 11 I G( Iu IZ)dx. 

Finally, I can be written as 

1= Re [i IF Xk (:t (UXkU ) - a~k (uu t ») dX] 

= :t ReUlruurdxl + l1Re[ijuut dX]. 

The last expression can be evaluated from (4) itself. 
Thus we obtain 

1= d~ Imj-uurdX +t0vulzdX 

- n/llli z F( I U 1
2)dx 

from which (iv) follows. 

With these identities we can establish our principal 
result: 

Theorem: Let 1l be a classical solution to the Cauchy 
problem (4) with cP C': 5 . Assume that 

(1°) Eo""O; 

(2°) 1m! ripCPrdx > 0; 

(30) there exists a constant cn > 1 + 2/n such that 

sF(s) 0; cnG(s) for all s ~ 0. 

Then there exists a finite time T, estimable from above, 
such that 

lim II Vu(t) liz = + 00. 

t-T -

Proof: Wherever U exists we put 

yet) =Im I ruurdx. 

By hypothesis (2°), y(o) > ° and by (iv) of the lemma we 
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have 

Using hypothesis (3°) we find 

y(t) ~ - 2 J I Vu 12dx + n(cn - 1) I G( I u 12 )dx. 

We substitute (ii) of the lemma for the last term here on 
the right; this gives 

.y(t}?, - 2 I I Vul 2dx +n(cn -1)[J I Vul 2dx - Eo] 

= [n(cn -1)- 2Jf IVulzdx -n(c. -1)Eo' 

Now Eo"" ° by (10). We put 

kn = n(cn -1) - 2 

so tbat k n > ° by (3°). Then the above inequality implies 

y(t}?,knIlVu(t)II~. (5) 

Since y (0) > ° and k n > 0, the function y (t) is increasing 
wherever u exists; thus y(t» ° there. From (iii) of the 
lemma we have 

:t !rluI 2dx=-4Im frUUrdX 

= - 4)'(t) ",,0. 

Therefore, wherever u exists we have 

The Schwarz inequality then yields 

I y (t) I = yet) "" (Iy ZI u IZdx)l/Z<J I U r 1
2dx)1/2 

""doIlVu(t)lIz' 
Hence from (5) we have the differential inequality 

.) k 
)' (t ?- dt )'2 (0 

with 

v(O»O. 

It follows that on the interval 

O<t< d~ 
~. kToT 

nY 

we have the estimate 

( ) y(O)d~ 
Y I ?- -;e, :.. k v (O)t 

o ... 

thus we have the estimate 

II II y(O)do 
'ii'u(t) 2?- re _ k (O)t 

o nY 

there tOO. Hence 

lim II VU(t) 112 = + 00 
t- T-

for some T"" To < 00, where 

T --.EL. 
0- knY(O) • 

This completes the proof. 
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Under an additional assumption, we can also con­
clude that sup .. I ul blows up. We state this as 

Corollary 1: Suppose in addition to (1°)-(3°) that there 
is a constant u> ° such that 

s-1G(S) const sa for all s ~ 0. 

Then lIu(t)II~ blows up in finite time. 

Proof: We have Eo ~ ° by (1°); hence by part (ii) of 
the lemma, 

Ilvu(t)II~~fG(::::) lul 2
dx 

Thus lIu(t)ll~ blows up whenever IIVu(t)11 2 does. 

The proof of the theorem does not seem to generalize 
eesily. There is, however, one simple case which can 
be directly handled. Suppose that F depends on both x 
and lul 2

, F=F(x,luI 2). We put 

G=G(x,u)= 1" F(x,s)ds. 

° 
We calculate again expression III in the proof of the 
lemma: 

=f~Xk (aG (x lul 2
) -f 1"1

2 

FXk(X,S)dS) dx 
k axk ' ° 

= - n !G(x, lu 12)dx _/(1UI2 
r ~: (x,S)dS) dx. 

Hence if Fr ~ 0, we can "throwaway" the extra term. 
We state this as 

Corollary 2: Let the F in Eq. (4) depend on x and 
I u1 2

, 

Assume (1°) and (2°) of the theorem as well as: 

(3°') there is a constant en > 1 + 2/ n such that 

sF(x,s) ~ cnG(x,s) for all S? 0, XE: ffin , 

(40' )(aF /ar)(x, s) ~ ° for all S ~ 0, X E ffi" (r = I xl). 

Then the conclusion of the theorem holds. 

Before specializing, we consider briefly the achieve­
ment of hypothesis (2°) of the theorem. Consider for 
example an initial function rp(x) of the form 

rp(x) = exp(i I x 12)U!(X) , 

where I/J(x) is any real-valued nontrivial element of 5. 
Then a direct calculation gives 

so that (2°) always holds in this case. 

Finally, we consider Eq. (4) with F(s)=S(P-1)/2 (p> 1), 
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i . e. , the equation 

iut=Au+ lull>-lU, xEffin , t>O, u(x,O)=rp(x). 

In this case we have 

[lul2 
G(l uI2)=}0 S(I>-1)/2ds 

2 
= P + 1 I u I P+1 • 

Then hypothesis (3°) of the theorem requires that 

s.s(p-U/2>e(_2- S(P+1)/2) 
n p + 1 

for some constant e > 1 + 2/n and for all S? 0. This 
will be satisfied by ~hoosing en = (p + 1)/2 provided 

(p + 1 )/2 = en > 1 + 2/n, 

(6) 

that is, provided p> 1 + 4/n. This is precisely the com­
plementary condition mentioned in the Introduction. 
Hence we have 

Corollary 3: For the Cauchy problem for Eq. (6) as­
sume that 

(1°) Eo '=! (I V rp 12 - p! 1 I rp I 9+
1
) dx '" 0, 

(3°) p>1 +4/n. 

Then IIVu(t)1I 2 and Ilu(t)ll~ blow up in finite time. 

In this special case, F(s)c=S(p-1)/2, we can also es­
tablish that other L. norms of the solution blow up in 
finite time. This we state as 

Corollary 4: Consider Eq. (6) and assume (1°)_(30
) of 

Corollary 3. Then: 

(a) for every q?p+1, Ilu(t)ll. -. +00 in finite time. 

(b) Let q satisfy 

~(p-1)<q<p+1. 
2 

If n?- 3, assume also that p < (n + 2)/(n - 2). Then 
Ilu(t)II. - +00 in finite time. 

Proof: To prove (a), we note that, since lEo 1= const 
< 0() , Ilu(t)llp+1 blows up in finite time since IIVu(t)112 does 
by Corollary 3. For q > p + 1, we have, since Eo'" 0, 

IIVu(t)II~'" P!1 Ilu(t)II::~ 

'" p! 1 [II u(t) WI u(t) II ~-81P+1, 

where 

1 8 1 - 8 ----+--
p+1-2 q' 

This proves (a). To prove (b), we assume that q is in 
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the indicated range and apply the Sobolev inequalityl to 
get 

"u(t)" ,+1 ,,; const "Vu(t) " ~"u(t)" ~-8, 
where 

_1_ = e(!_!) + 1-8 
p+1 2 n q' 

i.eo, where 

e- 2n(p+1-q) 
- (p + l)[2n - q(n - 2)] 

Now Eo"; 0; hence part (ii) of the lemma yields the 
estimate 

" Vu(t) 112 ,,; const II u(t) II t++1
1

) /2. 
Thus, from (7) we have 

II u(t) II p+l ,,; const II u(t) II ~_811 u(t) II !!il )8 /2. 

(7) 

It follows that Ilu(t)II. blows up in finite time, provided 

(p+1)e/2<1. 

Using the expression for 8 given above, we see that this 
last condition is equivalent to 

q> (n/2)(p -1). 

CONCLUDING REMARKS 

In a recent paper, Ball20 points out that arguments 
similar to those employed here, while proving non­
existence of global solutions, do not by themselves 
establish that nonexistence occurs by "blow up." For 
the Schrodinger equations considered here, we can 
show, by estimating the relevant integral equation, that 
nonexistence must occur by blow up, at least for n,,; 3. 
The invariance of the L2 norm of a solution is helpful in 
this regard. 

It remains to be seen if a similar blow-up method 
will apply to certain semilinear equations of relativistic 
quantum mechanics, e.go, to particular classes of 
nonlinear Dirac equations. 
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Instantaneous Cauchy surfaces, topology change, and 
exploding black holesa) 
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Instantaneous Cauchy surfaces are defined and several of their properties are given. Instantaneous Cauchy 
surfaces are achronal surfaces whose Cauchy development interiors are maximal on the set of all achronal 
surfaces. It is shown that topology changes in such surfaces always result in nonempty future Cauchy 
horizons and departures from global hyperbolicity. It is also shown that the structure which is usually 
assumed for the background spacetime of a self-consistent exploding black hole implies a topology change 
in instantaneous Cauchy surfaces. 

I. INTRODUCTION 

If one quantizes fields in a curved spacetime back­
ground, then one must weaken cosmic censorshipl,2 
enough to allow the naked singularities that are believed 
to accompany black hole explosions. 3,4 This prospect 
raises a serious problem of principle: One is forced to 
consider spacetimes that do not have Cauchy surfaces. 
What, then should one use for the" regular space like or 
null surfaces" that most versions of quantum field the­
ory require for defining commutation relations and ob­
taining complete sets of observables? This paper intro­
duces a new type of achronal surface which may help 
to resolve this problem. The proposed surface will be 
called an" instantaneous Cauchy surface" and is inter­
mediate between a partial Cauchy surface and a Cauchy 
surface. This type of surface will be defined, some ex­
amples will be given to clarify the definition, and sev­
eral properties which follow from the definition will be 
discussed. 

Section II of this paper introduces the instantaneous 
Cauchy surface. Section III applys this concept to a type 
of singular background spacetime that has played a role 
in past speculations about quantum general relativity: 
the topology changing spacetimes discussed by Wheeler. 5 

The basic result of Sec. III is the rather obvious one 
that, with suitable definitions, topology changes require 
naked singularities. The new result is that the instan­
taneous Cauchy surface concept supplies the" suitable 
definitions." FUrthermore, with these definitions, the 
exploding black hole spacetimes that are of current in­
terest because of the Hawking process3

,4 turn out to be 
examples of topology change. 

The notation and terminology of this paper are chosen 
to agree with the text by Hawking and Ellis.l One slight 
departure from the Hawking and Ellis conventions is that 
here Cauchy surfaces and partial Cauchy surfaces are 
only required to be achronal and need not be acausal. 
Another slight departure is that the interior Cauchy de­
velopment intD(S) of a surface S is represented here by 
DO(S). In this paper, a spacetime (M,g) is a connected, 

alSupported in part by the National Science Foundation, Grant 
Number MPS 74-18386-AOl. 

blSupported in part by the Alfred P. Sloan Foundation. 

1798 Journal of Mathematical Physics, Vol. 18, No.9, September 1977 

Hausdorff C'" 4- manifold M together with a C2 Lorentz­
signature (-+++) metric g which renders M time ori­
entable. 6 The C2 differentiability condition amounts to 
the assumption that any shock waves or dust caustics 
have been removed by a" smoothing process" which 
replaces piecewise C2 metrics by C2 metrics. 7 

II. INSTANTANEOUS CAUCHY SURFACES 

This paper is concerned with singularities which 
disrupt attempts to predict the future from initial data 
on "regular surfaces." To define and classify such 
singularities, one must define "regular." Certainly a 
Cauchy surface deserves to be called regular, but 
spacetimes which admit Cauchy surfaces are rather 
uninteresting. A Cauchy surface is too much to ask for. 
A partial Cauchy surface, on the other hand, is too 
little to ask for. Figure 1 shows a well-known example 
of a bad chOice of partial Cauchy surface in Minkowski 
space. This surface is the set of points at a constant 
proper-time interval to the past of an event O. It is an 
unfortunate choice because its Cauchy development in­
terior is just r(O) when there are other surfaces such 
as t 0= 0 whose Cauchy development interiors are larger. 
The implication here is that surfaces should be judged 
according to the interiors of their Cauchy developments: 
If DO(S) is a proper subset of DIJ(S'), then S' is a better 
surface than S. The reason for comparing interiors 
is that it is possible for a null-surface part of S to 
lie outside of DO(S) and therefore be useless for the 
purpose of evolving initial data. Define an iJlstrnztall('OIiS 

Cauchy surface to be an achronal surface S whose 
Cauchy development interior is maximal on the set of 
all achronal surfaces: If S' is an achronal surface and 
DU(S) C DO(S'), then DIJ(S) =.DII(S'). An immediate conse­
quence of this definition together with the well-known 
result that globally hyperbolic spacetimes admit Cauchy 
surfacesB is: 

FIG. 1. An unsatisfactory 
partial Cauchy surface in 
Minkowski space. 
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FIG. 2. The universal cover­
ing of anti-deSitter space. In 
this conformal diagram, 2-
spheres are represented by 
points and infinity is mapped 
into a pair of vertical lines 
(not included in the manifold). 
Any two acausal partial 
Cauchy surfaces either have 
the same Cauchy development 
as with S' and SIt or fail to be 
comparable as with Sand S'. 
Thus, in this spacetime, 
every acausal partial Cauchy 
surface is an instantaneous 
Cauchy surface. 

Property 1: In a globally hyperbolic spacetime, the 
instantaneous Cauchy surfaces are just the Cauchy 
surfaces. 

The example described by Fig. 1 shows that a partial 
Cauchy surface may fail to be an instantaneous Cauchy 
surface even when there are no singularities. One can 
easily show that surfaces which are generated by in­
extendable null geodesics without conjugate points fail 
to be instantaneous Cauchy surfaces in strongly causal 
spacetimes because such surfaces have empty Cauchy 
development interiors. However, there are spacetimes 
in which all partial Cauchy surfaces which are not of 
this degenerate type are instantaneous. One such space­
time, the universal covering of anti-deSitter space, is 
shown in Fig. 2.9 In the closed Robertson-Walker 
spacetime shown in Fig. 3, the "big bang' singularity 
is responsible for some nondegenerate or even acausal 
partia~ Cauchy surfaces failing to be instantaneous. It 
is also possible to have a spacetime with no instantane­
ous Cauchy surfaces at all. For example, the Godel 
"rotating" universe10 has closed timelike lines through 
every point and therefore can have no instantaneous 
Cauchy surfaces simply because it has no achronal sur­
faces. It is natural to ask "when and where do instan­
taneous Cauchy surfaces exist?" Work currently in pro­
gress indicates that a variety of existence theorems can 
be proven. For example, strong causality is enough to 
guarantee the existence of instantaneous Cauchy surfaces 
through every point of a spacetime. This work will be 
described in a following paper. 

III. TOPOLOGY CHANGE 

One source of interest in topology change is Wheeler's 
speculation that a fully quantized theory of general re­
lativity may, in some sense, require topology changes 
in the 3-manifolds that are used to label complete sets 
of field observables. This speculation cannot be dealt 
with at the present time because there is, as yet, no 

1799 

/ 
/ 

/ 

D(S) 

FIG. 3. A conformal diagram 
of a closed Robertson­
Walker spacetime. The lower 
horizontal boundary is the 
"big bang." The partial 
Cauchy surface S cannot be 
an instantaneous Cauchy sur­
face because DO(S) =D(S) is a 
proper subset of DO(S'). 
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FIG. 4. Topology change by spherically symmetric fission. 
Each point in the left-hand figure represents a 2-sphere orbit 
of spherical symmetry. The areas of these spheres go to zero 
at the edges of the figure. Radial light rays travel at ± 45° to 
the vertical. The vertical boundaries are world lines of centers 
of spherical symmetry and are not singular. The bottom 
boundary, shown dashed because it is not in the manifold, is 
the big bang singularity while the top boundaries are final col­
lapse singularities. The diagonal wavy lines represent the fu­
ture Cauchy horizon Irl{»). The figures on the right display 
three successive instantaneous Cauchy surfaces with an angle 
coordinate restored so that 2-spheres now appear as circles 
instead of points. 

fully satisfactory quantum theory of general relativity. 
However, one can consider situations in which quantized 
nongravitational fields react back on a spacetime which 
is not quantized and is defined in a semiclassical mean­
field sense. Wheeler's speculation then leads one to 
wonder if topology change can become important in these 
supposedly more manageable situations. How would one 
recognized a background spacetime that is describing 
a topology change? One would define a kind of surface 
which supports complete or at least maximal sets of 
field observables and one would then look for topology 
changes in these surfaces. The instantaneous Cauchy 
surfaces are obvious candidates for these surfaces. 

In order to understand what it means to define topo­
logy change in terms of instantaneous Cauchy surfaces, 
consider some examples. Figure 4 shows the Penrose 
diagram of a spacetime that is often cited as an exam­
ple of topology change, a closed universe which under­
goes fission. 11 Figure 5 shows a similar topology change 
in which a closed universe buds off from an open one. 
These examples show that it will not do to define topo­
logy change in terms of partial Cauchy surfaces because 
one could take just one component of the final surface 
S' in each case and note that it is homeomorphic to S. 
The surfaces Sand S' in Figs. 4 and 5 are instantaneous 
Cauchy surfaces. Notice that S' has an extra piece 
which is needed to supply initial data for the region that 
falls into the singularity that is associated with the 
topology change. Thus, the "fission" process produces 

+ 
I 

FIG. 5. A closed universe 
budding from an open uni­
verse. The conventions are 
as in Fig. 4 except that a 
conformal transformation 
has mapped the null infinities 
into diagonal boundaries and 
the figures at the right are 
to be rotated about their ver­
tical symmetry axes in order 
to restore the angle 
coordinate. 
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FIG. 6. A bogus topology 
change due to improper 
choice of partial Cauchy sur­
faces. The conventions are 
as in Figs. 4 and 5. 

two regular 3-manifolds and a sort of "left-over scrap." 
Figure 6 shows another example that is sometimes de­
scribed as a topology change, the collapse of a star to 
form a classical black hole. However, the Penrose 
diagram of this spacetime makes it quite clear that the 
topology change in this case is an artifact of the choice 
of partial Cauchy surfaces. Instantaneous Cauchy sur­
faces in this globally hyperbolic spacetime are just the 
Cauchy surfaces and cannot change topology. 8 

It is fairly obvious at an intuitive level that topology 
changes require spacetime singularities. With topology 
change defined in terms of instantaneous Cauchy sur­
faces, this idea finds precise expression in terms of 
the properties of these surfaces. From Property 1 and 
Geroch's result that all Cauchy surfaces are homeo­
morphic to one another, 8 one can easily show the follow­
ing property: 

Property 2: If Sand S' are instantaneous Cauchy sur­
faces in a spacetime M and either H(S) is empty or M 
is globally hyperbolic, then S' is homeomorphic to S. 

If one chooses to regard any departure from global 
hyperbolicity as a naked singularity,2 then the property 
states that a topology change is necessarily accompanied 
by a naked singularity which causes a breakdown in the 
unique evolution of fields that obey causal wave equa­
tions. The difficulty with this property is that it says 
nothing about the location of the singularities and ties 
them to the topology change only by a kind of "circum­
stantial evidence. " For example, the property leaves 
open the possibility that the singularity occurs long be­
fore the topology change becomes manifest or perhaps 
long afterward. Fortunately, a more specific property 
can be proven without too much trouble: 

Property 3: If Sand S' are instantaneous Cauchy sur­
faces in a spacetime with S acausal, S'cr(S), and 
either W(S) empty or r(S) globally hyperbolic, then S' 
is homeomorphic to S. 

Proof: Suppose H+(S) is empty and consider the sub­
manifold K: =r(15(s)). Because S is acausal, its Cauchy 
development includes a neighborhood of each of its 
points. Thus, S is in the interior of D(S) and is a subset 
of K. Regard K as a spacetime and note that H(S, K) 
=,H+(S, K). From the way in which K has been defined, 
W(S, K) =H+(S) so that H(S, K) is empty. Thus S is a 
Cauchy surface for K which is therefore globally hyper­
bolic and thus K = 15(S, K) c 15(S). But, s' c. r(S) c K 

15(S) so that DO(S') c: DO(S). Since S' is an instantaneous 
Cauchy surface, it follows that DO(S') = DO(S). Thus, s' 
is also a Cauchy surface for K and, from a result of 
Geroch, 8 S' is homeomorphic to S. 

Now suppose that r(S) is globally hyperbolic. It then 
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includes a Cauchy surface S", an achronal surface such 
that r(S) c 15(s"). 8 But every inextendable timelike curve 
through a point of the acausal surface Senters r(S) and 
must therefore intersect S". Consequently S c 15(S") so 
that DO(S) c: DO(S"). Because S is an instantaneous Cauchy 
surface, DO(S) = DO(S"). But then 1'(S) c: DO(S") c DO(S) 
and thus S' c: DO(S) which leads to the same conclusion 
as before. 

Because the whole point of the instantaneous Cauchy 
surface concept is that these surfaces can be defined 
in spacetimes that behave badly, the useful form of 
Property 3 is the negative one: 

Propert'.' 3': If Sand S' are instantaneous Cauchy sur­
faces in a spacetime with S acausal, S' c 1'(S) and S' is 
not homeomorphic to S, then H+(S) is not empty and 
r(S) is not globally hyperbolic. 

Thus, a topology change to the future of S induces a 
naked singularity to the future of S. 

IV. EXPLODING BLACK HOLES 

Topology change has, until now, been a highly spe­
culative subject with only the most tenuous connection 
to known physical processes. With the definition of topo­
logy change in terms of instantaneous Cauchy surfaces, 
it is now possible to recognize that a plausible example 
of topology change is already known and under 
intensive investigation. Hawking's exploding black hole 
is a topology change. Figure 7 shows the Penrose con­
formal diagram of spherically symmetric exploding 
black hole spacetime. This is the spacetime which most 
current workers (with notable exceptions12

) expect to 
result from a fully self- consistent black hole explosion. 
Without a precise definition of topology change one 
would not think of this spacetime as an example of topo­
logy change, The surfaces Sand S' shown in the figure 
appear to be "regular" and are homeomorphic to each 
other. However, the surface S' is not an instantaneous 
Cauchy surface because the surface i-(S') has a larger 
Cauchy development. To obtain an instantaneous Cauchy 
surface which includes S' one must add an extra piece 
which may be taken to be the surface of the black hole, 
The Hawking particle creation calculation makes it quite 
clear that final particle states are to be constructed 
from operators defined on both S' and the surface of 
the black hole. Thus, the instantaneous Cauchy surface 
leads one to make the right choice of final surface for 
the quantum field theory calculation. Because the final 
surface i-(S') consists of two disjoint components, it is 
not homeomorphic to S and there is a topology change. 

, 

lpf' 

11j~tYS\ / i P .·7 

A 

FIG. 7. A possible background 
spacetime for a self-consis­
tent exploding black hole. The 
conventions are as in 
Figs. 11-6. The wavy line 
shows the futnre Cauchy hori­
zon that is demanded by the 
propoSition in the text and the 
dot-dash line shows the sur­
face of the black hole which 
must be combined with S' to 
make an instantaneous Cauchy 
surface. 
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By making full use of the instantaneous surface con­
cept one can do somewhat better than recognizing one 
speculative example of an exploding black hole as a 
topology change. One can define a general class of dis­
appearing black hole spacetimes and show that they are 
all topology changes. The usual definition of a black 
hole, exploding or otherwise, requires weak asympto­
tic simplicity so that an exterior future null infinity 
y.+ and a corresponding black hole surface j-(Jt) can be 
defined. However, if the black hole disappears, there is 
no reason to wait forever to see the last ray that escapes 
from it. In Fig. 7, one can just wait until the surface 
S' and define the black hole surface to be just i -(S') - S'. 
Here S' is a "regular" surface for the external part of 
the spacetime. A natural generalization of this surface 
is the externally instantaneous Cauchy surface which 
is defined to be a surface S which is an instantaneous 
Cauchy surface for the spacetime [-(S) U S U r(S). A gen­
eralization of the situation described by Fig. 7 is then 
the following proposition. 

Proposition: If a spacetime contains a closed, edge­
less, externally instantaneous Cauchy surface S' and an 
acausal instantaneous Cauchy surface S such that 

(1) i-(S') - s' is not empty, 

(2) j -(S') is an instantaneous Cauchy surface, 

(3) i-(s')cr(S), 

(4) S is homeomorphic to S', 

then the instantaneous Cauchy surfaces Sand [-(S') are 
not homeomorphic, Ir(S) is not empty, and r(S) is not 
globally hyperbolic. 

Proof: The closed, edgeless nature of S' ensures that 
j-(S') consists of at least two disjoint components, S' 
and the set of black hole surfaces that make up i -(S') 
- S'. The rest follows from Property 3'. 

The disappearing black hole proposition is not quite 
as general as one might wish. It applies to a spacetime 
which contains black holes [from (1)) that have all 
formed from gravitational collapse [from (2) and (3)) 
and an external region that shows no topology change 
[from (3) and (4)). Its applicability to primordial black 
holes depends on the details of their formation. Re­
quirements (2) and (3) could easily be violated for black 
holes associated with very early density fluctuations in 
the big bang. However, for primordial black holes that 
can actually be said to "form from density fluctuations" 
in the sense that there is an instantaneous Cauchy sur­
face between them and the initial singularity, the pro­
position applies and says that the disappearance of such 
black holes is equivalent to a topology change in instan­
taneous Cauchy surfaces. 
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Expressions for the ground and excited state energies of a system of nucleons interacting through pairing 
forces are given as a power series in inverse powers of the number of particles. The expressions are valid 
for systems with superfluid ground states and either J = 0 or L = 0 pairing. The first three terms in the 
expansion are given explicitly, and they exhibit excitations with both vibrational and rotational (in isospin 
space) character. Analytical and numerical results are given for a model system with a two-level single­
particle spectrum. 

I. INTRODUCTION 

Exact expressions for the energies and wavefunctions 
of the ground and excited states of various pairing 
Hamiltonians of interest in nuclear structure studies 
have been developed over the past few years. 1-3 These 
results complement the many approximate calculations4 

that have been applied to these Hamiltonians and they 
have also provided the basis for numerical calcula­
tions. 5 The approximate calculations have generally 
been based on techniques developed in the BCS theory 
of superconductivity. 6 These techniques are asympto­
tically exact in the limit of a large system. The numeri­
cal studies, on the other hand, are useful for studying 
small systems. The analytical connection between 
these two approaches is given in this paper. We give 
explicit expressions for the energies of the states and 
the occupation probabilities of the single-particle levels 
as expansions in inverse powers of the number of par­
ticles. We show that the leading term in this expansion 
is just the BCS expression for the energy and the higher 
order terms in the expansion can be obtained as func­
tions of the energy-gap and chemical potential that cha­
racterize the BCS expression, These results are ob­
tained for the ground state and pairing-vibration ex­
cited states as well as the isospin "rotational" states 
built upon these band heads. We are therefore able to 
give explicit expressions for the parameters character­
izing these modes of collective excitation and their in­
teractions. States with single-particle as well as col­
lective excitations, i. e., unpaired nucleons, will be 
treated in a subsequent paper 0 

It is well known that a system of nucleons interacting 
through pairing forces can make a discontinuous transi­
tion to or from a superfluid state as one varies the 
number of nucleons. This observation seems to imply 
that the expansion we have just described does not exist 
since it can not represent such nonanalytic behavior. 
However, our expansion has a different interpretation. 
It must be viewed as the sequence of corrections to the 
thermodynamic limit that are due to the finite size of 
the system. That is, the expansion of the energy is to 
be viewed as an expansion in inverse powers of the num­
ber of particles taken at fixed, nonvanishing, energy­
gap and fixed chemical potentiaL The point at which 
this interpretation is imposed on our results will be 
indicated in what follows. Thus, our expansion will be 
shown to be valid as long as the leading term exhibits 
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superfluidity. The interesting transition region still re­
mains an open problem. 

We now review the results that form the starting point 
for this work. We consider A = 2P nucleons contained 
in a potential well whose single-particle levels are 
labeled by the index k and have energies E" and spatial 
degeneracies ~k' These nucleons interact with each 
other through a pairing interaction that is effective in 
one of the following two-body states: (1) J=O, T~=l, 

Ref. 1; (2) J=O, T=l, Ref. 2; or (3) L=O, S+T=l, 
Ref. 3. Here, Land J refer to the orbital and total 
angular momentum of the pair and Sand T refer to its 
total spin and isospin. In these three cases the ener­
gies of the states of the system are given by 

p 

E=2~e(i), 
i=1 

where the e(i) are, in general complex, roots of the 
system of algebraic equations 

-A f- I 1 .!.~ ~k ° 
KG + ~ e(i) - e(j) - K k e(i) - Eo ' 

(1) 

i=l, .. . ,P, (2) 

where the pairing interaction strength is taken to be 
G / P so that the energy is an extensive quantity for 
fixed G in the thermodynamic limit. Furthermore, we 
assume that the sum over k is of order A, in order to 
obtain a sensible thermodynamic limit, i. e., we are 
assuming that the product of the interaction strength 
and the level density are a constant in this limit. Each 
state of the many-nucleon system corresponds to a dif­
ferent set of roots of this system of equations and the 
parameter K distinguishes between the three different 
interactions given above taking on the values 

K=2, 

P(P - 3) + T(T + 1) 
P(P - 1) 

P(P - 6) + p(p + 4) 
P(P -1) 

case (1), 

T=P,P-2,o .. ,00r1, case (2), 

p=P,P-2, ... ,00r1, case (3). 

(3) 

Case (1) is the case treated by BCS and is of course 
the same as case (2) with T = P. In order to make our 
discussions explicit, we will always aSSume that K takes 
on the values given in case (2) unless otherwise stated. 
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The occupation probabilities of the single-particle lev­
els for a given state of the system may be obtained 
from (1) by differentiating E with respect to the appro­
priate single-particle energy. More details on these 
equations can be found in the references cited. 

Progress in understanding Eqs. (2) was made by 
Gaudin7 who, guided by an electrostatic analogy, trans­
formed the equations into integral equations equivalent 
to the BCS equations. However, his technique was limit­
ed to obtaining the leading contribution to the energy, 
in powers of 1/ A, and therefore was not applicable to 
excited states which are degenerate with the ground 
state to this order. In this paper, we use the electro­
static analogy to recast Eqs. (2) in a form that is 
amenable to an expansion in powers of 1/ A. This is 
done and applied to the ground state and its associated 
band of isospin rotational states in Sec. II. In Sec. III, 
we apply the expansion to pairing-vibration excited 
states and their isospin rotational states. In Sec. IV, 
we consider some analytical and numerical examples 
of our results and we conclude with a general discus­
sion in Sec. V. The reader is urged to look forward to 
the examples in Sec. IV as an aid in following the analy­
sis presented in Secs. II and III. 

II. GENERAL THEORY AND THE GROUND STATE 

We seek a method for representing the solutions of 
Eqs. (2) as a power series in the small parameter l/A. 
In developing this method, we will neglect the A depen­
dence of the parameter K and therefore each term in 
the expansion will be a function of K as well as the 
other parameters that characterize the system and the 
particular state of the system under consideration. The 
method is suggested by an electrostatic analogy7 to Eqs. 
(2). In this analogy, one interprets the solution of these 
equations as a problem in two-dimensional electro­
statics in which the roots e(i) are the locations, in the 
complex plane, of P free charges (actually lines of 
charge perpendiuclar to the plane) of unit strength. 
Eqs. (2) then describe the equilibrium configuration of 
these charges under the influence of a uniform external 
field, - A/G, and the field of fixed charges of strength, 
- I1k/K located at the points Ek on the real axis. The 
equations then state that the force on the ith charge is 
zero under the influence of these external fields plus 
the mutual Coulomb repulsion of the various free 
charges, i. e., they describe the equilibrium configura­
tion of the free charges, In this section we exploit this 
analogy and develop an exact differential equation for 
the electrostatic field produced by the charges which 
can be solved as a power series in l/A. Various multi­
pole moments of the field are shown to give physically 
important information such as the energy of the state 
and these are also obtained as a power series in l/A. 
Finally, the K dependence of the coefficients is shown 
to give the parameters characterizing the collective 
states, e. g., a "variable moment of inertia in isospin 
space." 

In order to recast Eqs. (2) in a form that is amenable 
to a power series expansion in l/A, we introduce the 
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electrostatic field associated with the charge distribution 

F(z)=t-
1
-. -.!6~-~. 

i=l z - e(z) K z - Ek KG 
(4) 

Two expansions of this field are useful. A multipole 
expansion enables us to relate various physical quan­
tities to the multipole moments of F and a power series 
expansion in powers of 1/ A enables us to solve the field 
equation for F developed below. We first consider the 
multipole expansion and define the multipole moments 
of F by 

F(z) =.0 F(m)z-m, (5) 
m=O 

where the expansion is valid in the domain I z I "> max[ Ek , 

e(i) J. Note that superscripts are used to denote the vari­
ous multipole moments of F. Direct expansion of (4) 
yields the following expressions for the first three 
multipole moments: 

F(O)=_A/KG, (6) 

(7) 
p 

F(2)=.0 e(i) - (I/K),0l1k Ek , (8) 
i=l k 

where 11 '" L: kl1k is the total spatial degeneracy of the 
system, We will not need the higher moments in what 
follows. We will call Eq. (6) the generalized gap equa­
tion and we rewrite (7) in the form 

P = ~A = F(1) + 11/ K 

and call it the generalized equation for the chemical 
potential. We use (1) to rewrite (8) as 

E = 2[F(2) + (1/ K)~l1kEk] 

(9) 

(10) 

and call this the generalized expression for the energy. 
These expressions are generalized in the sense that 
they are exact extensions of the BCS equations. We will 
show that the leading terms in an expansion in powers 
of l/A (terms of order A) of the multipole moments in 
Eqs. (6), (9), and (10) reproduces the corresponding 
equations of the BCS theory, Furthermore, we will 
show that the leading terms in Eqs. (6) and (9) saturate 
these equations and they have no higher order correc­
tions. Thus, in accord with the general concepts of 
statistical mechanics, the energy gap and chemical 
potential are determined by equating extensive quanti­
ties in the thermodynamic limit, and they have no high­
er order corrections. On the other hand, the expres­
sion for the energy (10) will have higher order correc­
tions thereby modifying the role played by the energy 
gap and chemical potential in determining the ground 
state energy and the excitation spectrum of the system. 

We now turn to the field equation which will provide 
the basis for the l/A expansion. Using Eqs. (2) and (4), 
one can show that the field F identically satisfies the 
equation 

(11) 
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where H(k) is the field produced by the free charges at 
the locations of the fixed charge, E., 

_1_ f F(z)dz 
2ITi c Ek - Z ' 

where the contour C is defined to include only those 
singularities of F that arise from the free charges 
located at the points e(i). 

(12) 

It will prove useful to rewrite the chemical potential 
and energy equations (9) and (10) in terms of the values 
of H(k). This may be done by solving (11) for large z 
to obtain expressions for the multipole moments of F. 
Substituting these results into (9) yields 

A G~ 
Z=X6nkH(k) 

k 

and (10) becomes 

(13) 

E = - G[n - (p -1)K/2] + (G/P) LnkEkH(k). (14) 
k 

Thus, the values of the field due to the free charges at 
the locations of the fixed charges determine the energy 
of the state and, by differentiation with respect to Ek , 

the occupation probabilities of the single-particle 
levels. 

Our solution of the above equations will be in the form 
of a power series expansion of E, F, and H in powers 
of l/A, e. g., 

~ 

F(z) =.0 Fn(z), (15) 
n=O 

where Fn is of order A 1
-". Throughout this paper we will 

use subscripts to denote the order with this convention. 
Substituting these expansions into (11), expanding the 
right-hand side (recall that n. is assumed to be of order 
A for the sake of this expansion), and equating the terms 
of the same order gives for the first three terms 

[F
U
(Z)J2=[.!.0 n k 2+~J2 _~LnkHo(k), (16) 

K • (z - Ek ) KG K k z - Ek 

2Fo(Z)F1(Z)=.!.0( n. )2_~.0nkHl(k) dFo (17) 
K Z - E. K k Z - E. - dZ ' 

where 

(19) 

We will not consider higher order terms in the expan­
sion here. As they stand, these equations, which pro­
vide the basis for all subsequent developments in this 
paper, look like a set of integral equations that has to 
be solved at each order for Fn(z). The dipole moment 
of Fn would then give the nth order contribution to the 
energy. Fortunately, we will show that the Hn(k) can be 
determined directly from self-consistency requirements 
on Fn(zl and at each order we have only algebraic equa­
tions to solve. 

The equations derived thus far apply equally well to 
all states of the system. We obtain results for a par­
ticular state of the system by considering a particular 
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solution of the equations. For the remainder of this 
section, we will concentrate on the ground state of the 
system. Excited states will be treated in the next 
section. 

For a state in the ground state band, we first need to 
solve (16) for the Fo that describes this state. This 
solution can then be used to obtain Fl and F2 from (17) 
and (18). Our technique is to use physical arguments 
to construct F 0 and then show that it gives the results 
of the BCS theory and satisfies (16). In order to con­
struct F 0, we need to know what the limiting distribu­
tion of the free charges is as their number becomes 
infinite and the strengths of the fixed charges and ex­
ternal field increase proportionately. We assume that 
they coalesce to form a line of charge (or a sheet if 
one thinks in three dimensions). This assumption is sug­
gested by numerical studies which indicate this beha­
vior. The result is that the poles of F arising from the 
first term in (4) merge to form a branch cut. We as­
sume that this branch cut extends from the point a in 
the complex plane to the point a* since complex roots 
of Eqs. (2) occur in complex conjugate pairs, i. e., the 
charge distribution is symmetric under reflection 
through the real axis. Since there are P free charges 
of unit strength, the total charge on the line is P or 

-2
1

. f Fo(z) dz =P, 
7fZ .Ie (20) 

where, as before, the contour C encloses the singulari­
ties of F that arise from the first term of (4) which, by 
assumption, form a branch cut. We can also require 
that Fo describe the fixed charges exactly, i. e., that 
it have poles at the points Z = Ek with residues - n./ K, 

or 

lim (z - Ek)Fo(z) = - nk / K, (21) 
Z "Ek 

which is consistent with our assumption that the nk are 
to be treated formally as being of order A. We also re­
quire that F ° describe the external field exactly, i. e. , 

limFo(z) =-A/KG. (22) 

Thus the field F 0 describes the external and monopole 
fields of F exactly. The field with these properties is 

(23) 

where 

Z = [(z - a)(z - a*)]l /2 =Z(z), 
(24) 

1). = I Ek - a I = [ (Ek - >..) 2 + Ll. 2]1 /2, 

and where a = >.. + ill. is yet to be determined. 

The parameters >.. and Ll. in F 0 may be obtained from 
the values of the external field and monopole moment, 
Eqs. (6) and (7), and then the leading contribution to 
the energy is obtained from the dipole moment (10). 
Expanding (23) in powers of l/z and substituting the re­
sulting multipole moments into Eqs. (6), (9), and (10) 
yields the BCS gap equation 

(25) 
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the BCS equation for the chemical potential 

A = ~.0 S1. (1 _ Ek - A), 
K k 71k 

and the BCS expression for the ground state energy 

EO=~,0S1kE.(1-E._A)- AGA2. 
K • 71k K 

(26) 

(27) 

Note, that for a strict comparison with BCS, we must 
set K=2, see Eq. (3). We therefore interpret the real 
and imaginary parts of a, A, and A, as the BCS chem­
ical potential and energy gap. Furthermore, since 
there are no higher order corrections to the first two 
moments of F, these parameters are fixed by Fo. 

We have shown that the field F 0 given by (23) repro­
duces the results of the BCS theory. We now show that 
it is also a leading order solution of the field equation 
(16). This is done by using the expression (23) to cal­
culate H o(k) from (12) and substituting the result into 
(16) to verify that it is satisfied. This requires a cer­
tain amount of straightforward algebra and we will only 
reproduce here the expression 

(.) 
A 1",S1k.(Ek +Ek.-2A) 

H k -- -LJ 
o - KG - K k' 71.,(71. + 7)k') 

(28) 

Substitution of this result into (16) does indeed show 
that (23) is a solution of (16) and we conclude that (23) 
is the correct leading order contribution to the field 
for a state in the ground state band. 

We now make some comments on the interpretation 
of this leading order solution. It should first be noted 
that, in this theory, A and A are functions of intensive 
parameters only and are not subject to higher order 
corrections. Indeed the higher order corrections will 
be functions of A and A which have been determined by 
(25) and (26) and our expansion is done at fixed A and 
A. A closely related point is that our theory is unable 
to treat systems with a normal ground state. This fol­
lows from the fact that (23) is no longer valid for such 
states. However, our equations are valid for normal 
systems and it is only our inability to generate an ap­
propriate Fo that stops us from treating such systems. 

We now turn to the solution of Eq. (17) for Fl' This 
solution is straightforward apart from the determina­
tion of H1(1c). We determine H1 by requiring that the 
field F1 introduce no new charges into the system that 
are located on the real axis. That this must be so fol­
lows from the fact that (21) is an exact condition satis­
fied by F as well as Fo. Therefore, Fo describes all 
the charges on the real axis and higher order terms can 
not introduce any new charges there. Once we have 
formulated this condition, we can apply it to any order 
and we have a purely algebraic prescription for cal­
culating F n(z), 

Inspection of (17) shows that F1 (z) will have poles on 
the real axis at the zeros of F o(z) for arbitrary H1 (k). 
This reflects the fact that to this order one can place 
additional charges at the places where the field vanishes. 
The modification of the field due to the added charges 
is a higher order effect. We will see that the possibility 
of placing charges at these points plays an important 
role for excited states. However, for the ground state 
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there cannot be any charges at these points since all 
the free charges were assumed to form a line of charge. 
Therefore, we must determine H1 (k) so that the right­
hand side of (17) vanishes at the real zeros of F o. The 
real zeros of Fo are the roots of the equation 

(29) 

If there are M terms in the sum over 1~, then there are 
M - 1 roots of (29) which we denote by xl> ... , X M_1 • We 
then have, from the vanishing of the right-hand side of 
(17) at z =Xl , 

,0S1.H1 (k) 
k Xl - Ek 

(30) 

l = 1, ... , M-1. 

This yields M - 1 equations for the M quantities H1 (k). 
We obtain one more equation for H1 from (13) which is 
exactly satisfied by H o. We therefore have 

(31) 

which is just the requirement that the field F1 have no 
monopole momenL 

Equations (30) and (31) completely determine H1 (k). 
The solution of these equations and similar ones that 
occur in higher order equations is facilitated by making 
the expansion 

(32) 

Such an expansion is always possible. We note that Eq. 
(31) applies to H1 and all higher terms in H and on sub­
stituting (32) we see that this implies that ho(O) =P and 
all higher order contributions to lz(O) are zero. We 
therefore drop the h(O) term in (32) in all but leading 
order expressions which can be calculated directly 
from (28). Before turning to the solution of (31) and 
(32) it is useful to obtain an expression for the energy 
in terms of h by substituting (32) into (14), 

KG M-1 
E=AA-(P+1)z-2g lz(Z), (33) 

where we have used the known value of 11(0) =P and 
Eqs. (25) and (26) to simplify the expression. 

We now substitute the expansion (32) into (30) to solve 
for h1 (Z) with the result 

(34) 

where 

(35) 

and where we have used (23) and (29) to evaluate dFol 
dz at z = XI' It is useful for subsequent work to have an 
explicit expression for F1 (z). This may be obtained 
from (17) using the known expressions for F 0 and H1 
with the result, after some algebraic manipulation (we 
use Liouville's theorem to simplify the ratios of sums), 
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() 1 ('" Z + Ek - 2.\ ",z + x, - 2.\ Z - .\) Fl Z -- L..J -L..J • 
-2Z k Z+l7k I Z+{;, Z 

(36) 

Note that the sum on k has M terms and the sum on l 

has M - 1 terms so that F1 has no monopole moment. 
Note also that the singularities of F1 are located on the 
branch cut of the square root Z and that it has simple 
poles at the branch points a and a*. It therefore rep­
resents a redistribution of the free charges on the line 
of charge. 

The first order correction to the energy can be ob­
tained from (33) and (34), 

E1=- K~ +2(({;I- N ,/D,), (37) 

We shall see that the term involving (;, in (37) is just 
the zero-point energy of the pairing vibrational states 
while the term involving the ratio of two sums is ap­
proximately equal to minus this zero-point energy in 
the independent quasiparticle approximation. The term 
- KG /2 arises from our formal treatment of K as a free 
parameter independent of A and reflects the incorrect 
treatment of the Pauli principle that is characteristic 
of the BCS approximation. 

The results just described can be obtained alterna­
tively by observing that the field F1 must arise from 
the free charges and not the fixed ones. Therefore, (12) 
implies that H1(k) =F1(E k) which is a result that can also 
be obtained from (17) by equating the residues of the 
pole terms at Z = Ek • This eliminates Hl from (17) which 
can now be solved for Fl' 

Higher order corrections to the energy may now be 
obtained in the same way as the first order term. We 
list here the terms of order l/A which will be needed 
in what follows 

K [[ ]2 dF1 (X 1) ] 
ha(Z) =- 2D, F 1 (x ,) +~ . (38) 

These results will be used in discussing some examples 
in Sec. IV. 

Thus far we have an expansion of the ground state 
energy in which K is treated as an arbitrary parameter. 
If we put in the expression for K [Eq. (3), case (2)], 
then we can perform a further expansion in powers of 
T(T + l)/P(P + 1) for small T. In this way we can obtain 
a rotational expression for the energies of the states of 
the ground-state band and a l/A expansion of the asso­
ciated moment of inertia. Alternatively, one can keep 
the full K dependence of the energy and then obtain a 
variable- moment of inertia 8 for these isorotational 
states. We exhibit the first term in this expansion 

Eo(T) - Eo(T=O) 

(
1 ~2)T(T+1) 

= 8 A ~ ~k[ 17k - (Ek - .\)] - 2G A ' 

where .\ and ~ are obtained from (25) and (26) with T 
=0. 

III. EXCITED STATES 

(39) 

The procedure for treating excited states is much the 
same as that used in the previous section for the ground 
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state. The one important difference is in the choice of 
the input field which determines the higher order terms 
in the expansion. In this section we treat pairing vi­
brational states with p pairs excited out of the conden­
sate. After some general discussion, we give detailed 
results for p = 1, 2. Throughout this section, we use 
primes to distinguish excited state quantities from their 
ground state analogs. We also treat K as an arbitrary 
parameter so that our expressions are valid for isorota­
tional bands built upon the vibrational states. 

We consider an excited state with p pairs excited out 
of the condensate, where p is always assumed to be of 
order one. It is clear that the limiting charge distribu­
tion for such a state should have P - P charges on a line 
plus p isolated charges. The field produced by such a 
distribution can be separated into that part which comes 
from the line plus external field plus that part which 
comes from the isolated charges, i. eo , 

'() - '() 1;, 1 F z =F z +2.; --(-')' 
l=lz-ez 

(40) 

where F' is the field produced by the line of charge and 
external field and e(i), i = 1, ... , p, are the locations of 
the isolated charges. The field F' is a solution of Eq. 
(11), however it is useful to treat the two parts of F' 
differently. We determine the e(i) ~om Eqs. (2) and 
then we use Eq. (11) to determine F'. 

We can write Eqs. (2) for the free charges in a more 
transparent form if we first split the sum on j into one 
part over the line of charge and another part over the 
isolated charges. The sum over the line of charges can 
then be represented as a contour integral around the 
branch cut in P' and this integral can be evaluated by 
expanding the contour to infinity and using the known 
analytic properties of F'. The result of this procedure 
is the set of equations 

- A 1 
F'(e(i»+.0 (.) (j)=0, i=l,oo.o,p, 

j=l e z - e 
(41) 

which states that the isolated charges must be located 
at those points where the total field vanishes. The equa­
tions to be solved for the excited states are Eqs. (41) 
for the isolated charges and Eqs. (11) and (40) for the 
line of charge. We now turn to the details of the cases 
withp = 1,2. 

For p = 1, Eqo (41) becomes P'(e(l» = 0. If we now 
expand p' and e(l) as power series in l/A, e(l) = e1 + e2, 

we obtain 

P~(e1) = 0, 
(42) 

[ 
-, (dF 0) _lJ 

e2 =- Fl dz e""l' 

Since we have only moved one charge, we expect that 
the line of charge is unaffected to leading order, i. e. , 

(43) 

Then el is one of the roots of (29) which we denote by 
x m • This illustrates the general point that we can cal­
culate the location of the isolated charges to one order 
higher than we know the field of the line of charges and 
this decouples the two aspects of the problem. 
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Equation (42) implies that the energy of the excited 
state equals that of the ground state to leading order, 
i. e., the excitation energies are of order oneo We 
therefore obtain the leading contribution to the excita­
tion energy from F{ which we now calculate from (17). 
Using the above solution for e 1 , e1 =Xm, we write F{ as 
in (40) 

F{(z) =F{(z) +_1_, 
z -xm 

(44) 

where we know that i { has no poles on the real axis. 
This last requirement leads to the system of equations, 
the analog of (30), 

L//'kH{(k)_~Z ~k -~(1+o ) dFo(z=xl ) (45) 
k XI - Ek - 2 k (XI - Ek)2 2 1m dz 

l = 1, ... , M-1. 

Retracing the steps between (30) and (37), we obtain 

h{(l) =h1 (Z) - 0lm~m (46) 

and the excitation energy of the state E{ - E1 = 2~m 
which is identical with the result obtained using the 
quasiboson9 approximation. Thus, the quasiboson ap­
proximation gives the leading term in an expansion in 
powers of 1/A. The change in the field is given by 

F{(z) - F1 (z) = ~m/Z(z - x • .) (47) 

which, on decomposition, shows clearly that it repre­
sents the addition of a charge at the point xm and the 
subtraction of one unit of charge from the line of 
charge, 

The first order correction to the location of the iso­
lated charge may be calculated from (42) using (36), 
(42), and (47) with the result 

K [X - A ] e2=~mDm ~-F1(Xm) , (48) 

where F1 is given by (36). 

We now turn to the first order correction to the exci­
tation energy which is obtained from the difference 
E; - E2 • We first write 

F~(z) =F; + e2 /(z - xm)2, 

where we have expanded the field of the fixed charge to 
first order in e2 to maintain the consistency of the ex­
pansion. Substituting F; into (18), requiring i; to have 
no poles on the real axis, and retracing the steps that 
led to (38) gives 

E~ - E2 = D: [(F{) 2 
- (F1 )2 + :/z (3F{ - F 1 ) 

d2Fo] ~, 1 [(-')2 + e2 --p + KLJ -D F1 
Z Z=X m l","m I 

( ) 2 d (-' ) 2Fi] - F1 +a F1-F1 +--- , 
z X, - Xm Z::I X , 

(49) 

where F1 and i{ are given by (36), (44), and (47), This 
result is somewhat cumbersome due to its complete gen­
eralityo We therefore defer discussion of it until Sec. 
IV where we consider some specific examples. 
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The states with p = 2 can be treated in much the same 
way as those with p = 1 with the one additional compli­
cation that the interaction between the two isolated 
charges must be treated with care. We denote the loca­
tions of the two isolated charges by e(l) and e(2) and 
expand in powers of l/A. Equations (41), taken to lead­
ing order, then imply that the e1 (i) are two zeros of 
Fo which we denote by xm and x m" To proceed further, 
the two cases of m equal to unequal to m I must be treat­
ed separately. In the cases with m * m', the interaction 
between the isolated charges is weak and the expansion 
proceeds as in the cases with p = 1. The excitation en­
ergy is the sum of the energies of the separate excita­
tions to leading order and the first order corrections 
have minor modificationso We will only treat here the 
more interesting cases with 111 = 1/1' in which there is a 
strong interaction between the two isolated charges and 
the expansion in powers of l/A for e(l) and e(2) breaks 
downo We will show that in these cases they must be 
expanded in powers of A-1/2 . However, we will also 
show that the expansion of the field and therefore the 
energy of the states in powers of 1/ A is still valid. We 
shall put two primes on the field in order to distinguish 
it from previous cases, 

We first consider the solution of Eqs. (41)0 In order 
to simplify the notation, we let e(l) =e and e(2) =e'. 
Then under the assumption that limA _ ~ e = limA _ ~ e' 
=xm , we find that (41) implies that the corrections to 
these limiting values are a power series in A -112 rather 
than A-1, Substituting power series of the form 

into (41) then yields the following results: 

e1 =e{ =Xm, 

, 
e3 /2= - e 3 /2 =q, 

e2 =e;=r, 

where 

2 __ [2 dFo(X m )]_l 
q - dz ' 

2F"( ) 2 d2FO(;X:m) 4 
r= 1 x mQ+ dz 2 q, 

where F{' is defined below. 

(50) 

(51) 

We now turn to the solution of the field equations (17) 
and (18) under the assumption that the leading order 
term is unchanged by the relocation of two units of 
charge. We separate the field as in (40) and expand in 
powers of l/A to obtain 

Fe'(z) =F~(z) =Fo(z), 

F"(z) = p"'(z) + _2_, 
1 1 z - Xm 

(52) 

(53) 

(54) 

Terms proportional to odd powers of A _1 12 all cancel. 
The second equality in (52) is our assumption that the 
field is unchanged to leading order. Comparing (53) 
with (44) and observing that (17) is a linear equation 
for Fl yields the result that the change in the field for 
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this p = 2 state is given by twice the change for the 
p = 1 state, Eq. (47). Furthermore, to this order, the 
excitation energy of the state is 4i;"m, i. e., the energies 
of the excitations are additive. It should be noted that 
r in Eq. (51) is given in terms of known functions as 
a result of this determination of Ft". 

The first correction to the excitation energy of this 
state is obtained by substituting (54) into (18) and re­
quiring that Ft be regular on the real axis. This yields 
the expression 

E;'- E2 =- 2~[h~'(l) -1z2(1)] 
I 

d (F-" F) 4F{' 2 ] +- 1 - 1 +--- + Z 
dz Xl - Xm (Xl - Xm) e=xl' 

(55) 

Again this leads to a rather cumbersome expression 
for the energy due to its complete generality. We shall 
discuss it in the context of specific models in the next 
section. 

IV. EXAMPLES 

In this section we present some analytical and numeri­
cal results for simple examples of the expansion de­
veloped in the preceding sections. These results are 
presented as an aid to the understanding of the expan­
sion and one should not draw the conclusion that our 
formalism is limited to such simple examples. Indeed, 
our formalism is quite general and the most difficult 
step in applying it is the first one, i. e., the solution 
of the BCS equations, which must be done numerically 
for any realistic modeL Our examples are therefore 
dictated by the requirement that the single-particle 
spectrum be such that the BCS equations are easily 
solved. This leads us to the model in which the single­
particle energies take on two values with the total de­
generacy of each level being equal to the number of 
particles 0 We first treat this model for identical nu­
cleons in which K = 2 and give analytical results for the 
terms in our expansion. We then go on to discuss the 
cases in which K < 2 for which we give numerical re­
sults. We conclude this section with a brief comment 
on the continuum model which is the limit in which the 
single-particle spectrum becomes continuous. 

We first consider identical nucleons, K = 2, in a sys­
tem with a two-level single-particle spectrum. We de­
note the two levels by k = ± and choose E. = ± E and 11. 

=A/2. The BCS equations (25) and (26) are easily solved 
for such a system with the results 

(56) 

which imply 1). = 1) = G. The simplicity of this model is 
somewhat offset by its artificiality which leads to the 
seeming contradiction that for G < E there exist solutions 
to the equations for two more or less particles than A 
but not for the precise number chosen. That is, there 
is a discontinuous behavior of the leading term in the 
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expansion as we go from A - 2 to A to A + 2 particles 
which is in apparent conflict with our assumption of an 
expansion in powers of l/A. However, the expansion 
remains valid as long we start with the proper leading 
term and the system has well developed superfluidity. 
Therefore, we can treat the systems with A ± 2 par­
ticles for all G > 0 but the system with A particles only 
for G > E and, for G > E, there is no discontinuous be­
havior. Since the systems with A ± 2 particles are par­
ticle-hole images of each other, they are in this sense 
identical and the discontinuity for G < E exists only in 
the limit of a self conjugate system. In what follows, we 
will assume that G > E and that t. is of order one. 

The leading order term for the ground state energy 
is obtained by substituting (56) into (27), 

E -_~( 2 2) 
0- 2G E +G , 

from which we can obtain the usual BCS occupation 
probabilities by differentiation with respect to E, 

Ill)(±) = ~ (1"' i ) . 
The leading order field is obtained from (23), 

Fo(z) =- ~g (Z2~ EZ) , 

(57) 

(58) 

(59) 

where Z=(Z2+t.2)1/2. From (59) we see that Fo has one 
real zero at z = 0 and therefore Xl = 0 and 1::1 = t., see 
(35). We also obtain from (35) that N1/D1 = 1) and the 
first order correction to the energy is, from (37), 

E1 = - G + I:: - 1) = t. - 2G. (60) 

The term - G comes from the usual Pauli principle 
correction to the BCS results and the term I:: - 1) is the 
difference between the zero-point energies of the pair­
ing vibrational mode as calculated in the quasiboson 
and quasiparticle approximations. Differentiating (60) 
with respect to E gives the first-order correction to 
the occupation probabilities 

III (±) = H/2t.. 

The first-order field is obtained from (36), 

which can be used to evaluate the second-order cor­
rection to the energy, 

E2 = _ G(3G - t.~(G - t.) 
2At. 

and to the occupation probabilities 

() 
EG2(3G - 2t.) 

112 ± ="' 2At.4 

(61) 

(62) 

(63) 

(64) 

It should be noted that these expansions have the ap­
pearance of being expansions in l/(At.) rather than just 
1/ A. This has to do with the singular nature of the per­
turbation theory on Eqo (11) and we shall discuss this 
in the next section. Note also that the "Fermi surface" 
is tightened up by the higher order terms, i. eo, the 
occupation of the upper (lower) level is lowered (raised) 
by the correction terms. This feature has been noted 
in numerical calculations. 5 
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For the excited state with p = 1, we have from (46)­
(50), 

E' _ E = 2.6. - (2G/A.6.2)(l + 2G2 
- 2G.6.) (65) 

and for the states with p = 2, from (51)-(55), 

(66) 

The deviation from additivity of the energies of the 
separate excitations is given by 

Thus there is a weak attractive interaction between 
the excitations 0 

As a second example, we consider a system with the 
same single-particle spectrum as above but with both 
neutrons and protons present. The total isospin for 
these states takes on the values T = P, P - 2, ... , 0 or 1 
and the corresponding range for K is 2? K? (P - 3) / 
(P - 1) '" 1, see (3). In this case we can not solve the 
BCS equations analytically. However, we can reduce 
the problem to the solution of a simple algebraic equa­
tion for the zero of the leading order field and express 
all quantities in terms of this root. We include some 
numerical results for typical values of the parameters 
in Tables 1-VI. Before proceeding, it should be pointed 
out that the BCS equations (25) and (26) have the formal 
appearance of those describing KA/2 identical nucleons 
in the same potential. Therefore, as long as K < 2, 
which we will assume in what follows, there is no dis­
continuous behavior for G > O. 

We first consider the solution of the leading order 
problem, Eqso (20)- (30). The BCS equations for K < 2 
can be written as (we set E = 1) 

1 1 2 
-+-=-
11. 11. G' 

(67) 

1 1 2A 
---=K- 2--
11. 11. G ' 

(68) 

where 11. = [(1 'f A)2 + .6.2]1/2. Before considering the solu­
tion of these equations we turn to the field Fo which we 

TABLE 1. Energies of the T={), p=O states. The energies are 
given relative to their values at G = O. 

A Order G=0.5 G=1.0 G =2. 0 

0 -1.870(5.2) -4.184(4.5) - 9. 817(3. 8) 

8 
1 -1.962(0.5) -4.374(0.1) -10.189(0.1) 

2 -1.962(0.5) - 4.374(0.1) -10.188(0.1) 

Exact -1.972 -4.379 -10 0 204 

0 - 2.905(6.8) - 6. 612 (6.0) -16.216(4.8) 

16 
1 - :3.103(0. 5) -7.027(0.1) -17.020(0.1) 

2 - 3.103(0 0 5) -7.026(0.1) -17.020(0.1) 

Exact - 3.118 -7.037 -17.036 

0 - 5.156(4. 6) -11.810(4.2) - 29. 662(:3. 2) 

:~2 
1 -5. 397{O.1) -12.319(0.1) - 30 0 642 (0.1) 

2 - 5. ;)97(0.1) -12.318(0.1) -30.642(0.1) 

Exact - 5. 404 -12.325 30.661 
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TABLE II. Excitation energies of the T= 0, P = 1, 2, states. 
The energies are given relative to the T = 0, p = 0 states. 

A p Order G=0.5 G=1.0 G=2.0 

1 3.946(1.1) 4.150(2.1) 5.245(1.9) 

1 2 3.992(0.0) 4.235(0.1) 5.342(0.0) 

8 Exact 3.992 4.238 5.344 

1 7.893(2.1) 8.300(3.4) 10.489(2.6) 

2 2 8.056(0.1) 8.568(0.3) 10.712(0.6) 

Exact 8.062 8.591 10.771 

1 3.731 (1. 2) 3.739(2.7) 4.752(2.0) 

1 2 3.785(0.0) 3.844(0.1) 4.846(0.1) 

16 _ Exact 3.784 3.842 4.850 

1 7.462. (2.6) 7.478(4.5) 9.504(2.7) 

2 2 7.652(0.1) 7.805(0.3) 9.695(0.7) 

Exact 7.660 7.831 9.768 

1 3.640(0.9) 3.557(1.8) 4.550(1.2) 

1 2 :3.674(0.0) :l. 625(0. 0) 4.60;)(0.0) 

Exact :3.674 :3.624 4.605 

1 7.279(1. 7) 7.114(3.1) 9.101 (1.4) 

2 2 7.400(0.1) 7. :125(0. 3) 9.198(0.4) 

Exact 7.406 7. :345 9.2:l4 

write as 

(69) 

where we have one real zero at z = Xl '= x, where 

(70) 

where we have used (68). Solving (67), (68), and (70) 
gives 

(71) 

TABLE III. Energies of the T = 2, P = 0 states. The energies 
are given relative to their value at G = O. 

A Order G=0.5 Gd.O G=2.0 

0 -1.323(15) - :3. 028(14) -7.568(11) 

8 
1 -1. 555(0. 3) - 3. 516(0.1) -8.509(0.1) 

2 -1.554(0.3) - :3.51:3(0.1) -8.509(0.1) 

Exact -1.559 - 3. 518 - 8. 513 

0 - 2. 668(8. 3) -6.120(7.3) - 15.252(5.7) 

16 
1 -2.897(0.5) - 6. 600(0. 0) -16.179(0.0) 

2 -2.897(0.5) - 6.599(0.0) -16.179(0.0) 

Exact -2.910 - 6. 601 -16.182 

0 - 5.041 (4.9) -11.574(4.4) -29.222(;).;) 

1 --{j. 290(0. 2) -12.099(0.0) - 30. 230(0. 0) 

2 - 5. 290(0.2) -12.098(0.0) - :30. 230(0. 0) 

Exact - 5. 300 -12.104 - 30. 231 
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We obtain an equation for x by using (70), 
the relation 4A = TJ~ - rf., 

x=- (1-i)G+(1G~:2)2' 

(71), and 

(72) 

The singular nature of the limit K - 2 is clearly evident. 
Equation (72) may be simplified by regarding it as a 
quadratic equation for G and then obtaining G as a func­
tion of x, 

(73) 

The right-hand side of (73) diverges like (1- K/2)/x as 
x - 0, goes to zero like 2(1 - x) as x - 1, and behaves 
smoothly between these limits. Therefore, for any posi­
tive value of G there is a root of (73) in the interval 
0< x < 1. The energy gap may also be obtained in terms 
of x by using 6 2 ='HTJ~ + TJ~) - (1 + A2), 

(74) 

The energy, to leading order, is then given by 

(75) 

which can be evaluated using the above expressions for 
A and 6 2• 

The first-order correction to the ground state energy 
is given by 

E _ KG s G (1 + x2
) 

1 - - 2 + - (1 _ x2) , (76) 

where s = [(x - A)2 + 6 2]1/2. The second- order correction 
can be obtained from (38) which, while easily evaluated 

TABLE IV. Excitation energies of the T=2, p=1, 2 states. 
The energies are given relative to the T = 2. P = 0 states. 

A p Order G= O. 5 G~l. 0 G=2.0 

1 3.660(3.3) 3.598(6.4) 4.594(4.8) 

1 2 3.791(0.2) :3.856(0.3) 4.800(0.6) 

8 
Exact 3.786 :3.84:3 4.828 

1 7.320(5.9) 7.196(10) 9.189(6.8) 

2 2 7.779(0.0) 7.998(0.0) 9.581(2.8) 

Exact 7.781 8.028 9.863 

1 3.667 (1.7) 3.612 (3. 3) 4.610(2.2) 

1 2 3.732(0.1) 3.738(0.1) 4.713(0.1) 

16 
Exact 3.730 3.735 4.717 

1 7.334(3.1) 7.224(5.5) 9.221(3.0) 

2 7.560(0.1) 7.618(0.4) 9.417(0.9) 

Exact 7.567 7.647 9.507 

1 3.624(1. 0) 3.526(1.9) 4.517(1.2) 

1 2 3.660(0.0) 3.597(0.0) 4.570(0.1) 

32 Exact 3.660 3.596 4.573 

1 7.249(1. 8) 7.051 (3.3) 9.035(1.4) 

2 2 7.374(0.1) 7.272(0.3) 9.131 (0.4) 

Exact 7.380 7.292 9.168 
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TABLE V. Energies of the T=4, p=O states. The energies 
are given relative to their value at G = O. 

A Order 

8 

16 

32 

o 
1 

2 

Exact 

o 
1 

2 

Exact 

o 
1 

2 

Exact 

G=0.5 

0.0 

- O. 577 

- 2.119(13) 

- 2. 420(0. 2) 

-2.420(0.2) 

- 2. 42:3 

-4.774(5.6) 

- 5. 040(0.3) 

- 5. 040(0. 3) 

- 5.056 

G=!.O G=2.0 

0.0 - 2. 000(54) 

-4.268(1.6) 

- 4. :316(0. 5) 

-1.395 -4.338 

-4.926(11) -12.942(8.6) 

- 5. 566(0.1) -14.160(0.1) 

- 5. 563(0.1) -14.161(0.1) 

-5.570 -14.169 

-11.025(4.8) - 28.127(3.8) 

-11.586(0.0) - 29. 204(0.1) 

-11. 585(0. 0) -29.204(0.1) 

-11.588 - 29. 225 

numerically, does not lead to a simple algebraic ex­
pression. The same is true for the corrections to the 
excitation energies and we will not record the expres­
sions here. 

Numerical results are given in Tables 1-VI for the 
following values of the parameters: A = 8,16,32; G 
= 0.5, 1. 0,2.0; T = 0,2,4; P = 0, 1,2. All energies are 
given in units with E = 1 and the energies of the states 
with p = 0 are given with respect to the energy of the 
corresponding state of the noninteracting system, - A. 
The energies of the states with p = 1,2 are given as ex­
citation energies relative to the p = 0 state with the same 
value of T. In these tables, we compare the energies of 
these states, as calculated by our expansion, with the 
exact energy. We give both the numerical value of the 
energies and the percentage error, in parentheses, of 
the various terms. We see from these tables that, with 
one exception (A = 8, G = 2, T = 4, P = 2 in Table VI), 
the convergence of our expansion is very rapid with the 
first two terms being essentially exact. The one excep­
tion is in a case where the convergence is not expected 
to be fast and this one case out of 81 confirms this ex­
pectation. The fluctuations in the rates of convergence 
of the expansions for the energies of the other states 
are due to the particular values of the parameters used. 

We conclude this section with some brief comments 
on the continuum limit of our equations. For this limit, 
we consider a system whose single-particle spectrum 
has only spin and isospin degeneracy, i. e., ~k = 1, and 
whose levels are distributed evenly on the interval 
(-1,1), i.e., Ek=k/P, k=O,±l, ... ,±P. Wethenre­
place sums over k by integrals over Ek 

(77) 

The BCS equations for A particles in this system can 
then be solved for A and 6 as functions of G and K with 
the results 
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TAB LE VI. Excitation energies of the T" 4, P = 1, 2 states. 
The energies are given relative to the T = 4, P = 0 states. 

A p Order G=O.5 G =1. 0 G =2. 0 

1 4.0 4.0 3.464(7.2) 

1 2 3.149(2.5) 

8 
Exact 3.256 2.679 3.230 

1 8.0 8.0 6.928(2.4) 

2 2 4.738(33) 

Exact 7.094 6.579 7.100 

1 :l. 512 (2.4) :3.290(5.2) 4.280(2.8) 

2 :3.603(0.1) :).480(0.2) 4.385(0.4) 

16 
Exact :3.600 3.472 4.40:3 

1 7.025(4.4) 6.581 (8.5) 8.560(8.5) 

2 7.:>41(0.1) 7.164(0.4) 8.713(1. 8) 

Exact 7. :347 7.195 8.872 

1 3.589(1.0) 3.452(2.2) 4.440 (1. :l) 

1 2 :3.627(0.0) :3.530(0.0) 4.494(0.1) 

;32 
Exact :1.627 3.528 4.497 

1 7.178(1. 9) 6.903(3.7) 8.880(1.5) 

2 2 7.:318(0.1) 7.145(0.3) 8.972(0.4) 

Exact 7. :119 7.167 9.013 

2 (K)2 2 1 (K) 1 K ( K) ~ = 2" coth G + 2 1 -"2 coth G -"2 2 -"2 ' 

and the leading contribution to the energy is 

Eo=-A (l-~)coth ~ (79) 

which yields a pure rotational spectrum. 

Corrections to (79) will come from the higher order 
terms in our expansion plus corrections to the approxi­
mate evaluation of sums in (77) 0 These two types of 
correction get mixed up as can be seen from the evalu­
ation of the first-order correction to Eo. The roots XI 

of (29) lie between the values of Ek and therefore the 
values of Xl are the same as those of Ek, excluding k 
=: - P, up to terms of order II P. Furthermore, (29) 
has A distinct roots X I' Both NI and DI of Eq. (35) will 
be of order p2 and their ratio is NI/D I = 17k to leading 
order, where k is the value such that XI "='Ek • Substitut­
ing this into (37), &1 - NI iDI = &1 - 17k, gives a contribu­
tion that seems to be of order A to E1 • However, to 
leading order, &1 = 17k' canceling the leading order term 
and the sum over 1 in (37) is of order-one preserving 
the consistency of our expansion. However the evaluation 
of the term El requires a careful treatment of the sums 
as well as terms that arise from corrections to the use 
of (77) in the evaluation of Eu. We will not pursue these 
issues any fUrther here. 

V. CONCLUSION 

We have developed an expansion, in inverse powers 
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of the number of particles, for the energy of a many­
fermion system interacting through pairing forces. We 
have used an electrostatic analogy to the basic equations 
and our expansion starts with an exact equation for the 
electrostatic field which is valid for systems with norm­
al or superfluid ground states. However, our expansion 
is initiated by inserting a leading term that is only ap­
propriate for systems with superfluid ground states 
and our results are limited by this constraint. Our re­
sults are therefore not valid for systems with zero en­
ergy gap ~ and the convergence of the expansion be­
comes slow as ~ becomes small. The origin of this 
limitation is the singular nature of the perturbation in 
Eq. (11). In solving this equation, we have treated dF I 
dz as one of the terms in the perturbation which is as­
sumed to be small compared to F2. This is not true in 
the neighborhood of the branch points of F o. As ~ - 0 
the branch points approach the real axis and the values 
of F on the real axis determine the energy of the sys­
tem. Thus, the break down of the expansion can be un­
derstood in terms of the approach to the real axis of 
the branch points of F o. One can solve the equations 
near the branch points by using the stretched coordi­
nate techniques of hydrodynamic boundary layer theory. 
This leads to the replacement of the branch point sin­
gularities by simple poles as must be the case from the 
definition of F. We have not pursued these ideas to de­
velop an expansion that is appropriate for systems with 
normal ground states although the theory is ripe for such 
a development. 

For systems with superfluid ground states, we have 
shown in examples that our expansion converges more 
rapidly than one would expect a priori with the first two 
terms being almost exact for A "8. We expect the con­
vergence of our expansion to be equally rapid for sys­
tems with more complicated single-particle spectra. 

Our expansion shows that the collective excitations 
are of a rotational and/or vibrational character and 
explicit expressions for the energies of these excitations 
and their interactions may be obtained by a further ex­
pansion in powers of T(T + l)/P(P - 1) and piP. We have 
reserved the discussion of states with single-particle 
excitations for a future publication. 
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We give an explicit realization of a series of representations of SU(2,2) induced by R+ 0 SL(2,C). Vectors 
in these representation spaces are homogeneous spin or-valued functions of two twist or variables. They may 
also be realized, in a frame-dependent way, either as conformally invariant fields in Minkowski space or as 
homogeneous spinor-valued functions on the 0(2,4) null cone. The conformal invariance of the massless 
free fields is discussed from this point of view, and the twistor version of the field eq uations is derived. 
Finally, irreducible twistors are shown to correspond to conformally invariant fields satisfying the 
generalized twistor equation. 

1. INTRODUCTION 

Among the most important representations of the con­
formal group of space-time are those which give rise to 
physical fields in Minkowski space. These fields can be 
constructed by the method of induced representations; 
they are derived by means of a certain projection oper­
ation from the cross sections of homogeneous SU(2, 2) 
vector bundles. In suitably chosen bases, these cross 
sections assume the familiar form of homogeneous 
spinor-valued functions on the 0(2,4) null cone; the 
actual physical fields are obtained by projecting (or re­
stricting) these functions to Minkowski space. 1_4 

An alternative realization of some of these fields has 
been obtained by Penrose, 5_7 who shows that to each set 
{cpr: O~ r~ nt of holomorphic functions of two twistor 
variables (j and V satisfying 

(1. 1) 

and 

(1. 2) 

there corresponds a unique real analytic solution to the 
zero rest-mass free field equations8 

(1. 3) 

in Minkowski space. Conversely, it can be shown (Sec. 
5, see also Ref. 9 for an altogether different approach) 
that any real analytic solution to (1. 3) may be described 
by holomorphic twistor functions. 

More generally, it turns out that any representation of 
of SU(2, 2) induced by R+0 SL(2, C) may be realized on a 
space of vector -valued functions of two twistor variables 
(Secs. 3 and 4). If the representation can be analytically 
continued to the complex 0(2,4) null cone, then the real 
analytic fields determined by the representation will 
correspond to holomorphic twistor functions. It is a 
decided advantage of this formalism that the twistor 
functions, independent of their analyticity properties, 
transform as scalars under SU(2, 2). The reason for 
this, as might be expected, is that the pair (U, V) is 
actually a generalized "frame" in an appropriate prin­
cipal bundle, and the main purpose of this paper is to 
examine this fact in some detail. As a by-product, we 
are able to give a unified treatment of massless fields, 
conformally weighted densities, twistor functions, and 
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homogeneous functions on the 0(2,4) null cone, objects 
which often appear in somewhat different settings. 

Some of the representations considered here are quite 
well known in one form or another, and certain of their 
properties have been considered at length in the litera­
ture. The Lie algebra version of much of this, together 
with some applications to quantum field theory, may be 
found in Ferrara et al. 3 Invariant scalar products are 
discussed by Gross10 and Penrose. 5.7 These subjects 
will not be considered here; in particular, we do not 
discuss the topology of the representations. 

The first part of the paper is concerned with establish­
ing the existence of a principal bundle homorphism from 
SU(2, 2)-N onto the set of twistor dyads over N, N being 
the 0(2,4) null cone. It then follows directly that the 
representations above referred to can all be realized on 
spaces of twistor functions, different representations 
being characterized by the homogeneity properties of 
their respective twistor functions. Those representa­
tions which can be analytically continued to the complex 
0(2,4) null cone are labeled by an ordered pair of 
integers (nu n2 ). 

We then show that the massless free fields of helicity 
n/2 belong to an invariant subspace of the (n, 1) repre­
sentation, and that, in the real analytic case, (1. 3) 
implies (1. 1) and (1. 2). As a simple application of the 
formalism introduced, we conclude by showing the direct 
connection between finite-dimensional representations of 
SU(2,2) and solutions to the generalized twistor equation. 

2. PRELIMINARIES 

Notation and conventions: 

W: Minkowski space; 17"w = diag{1, -1, - 1,-l} 

/\: R" together with the quadratic form hab = diag{ 1, 
-1,-1,-1,-1,1} 

N: The null cone (minus the vertex) of /\ 

;ii: The space of rays of N 

/)1: The space of lines of N, the conformal compacti­
fication of W 

T: Twistor space; C4 together with the Hermitian 
form Q = diag{ 1,1, - 1, - I} 

cr,N: The complex 0(2,4) null cone (minus the vertex), 
defined by the zeroes of h in Co 
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Points of W will be denoted either by xlJ. or ;;AB' , 

whereB 

, (xoO' X
01
') 1 (XO + Xl 

(XAB )= =-
10' 11' 11: 2 • 3 X X X -XX 

The mapping a: M4 - N given by 

a(x")=y"(x)=(x",H1+xvx V
], H1-xvx"]) (2.1) 

embeds Minkowski space onto the section of N given by 
the null hyperplane y4 + y5 = 1. A useful local coordinate 
system in N is obtained by letting x" label the generator 
containing a(x") and defining a fifth coordinate 

(2.2) 

Any slice of N (a four-dimensional submanifold nowhere 
tangent to the generators) may be given locally by 
specifying K as a function of the x". Using the x" as 
local coordinates in the slice, the induced metric is 
given by 

(2.3) 

Thus all conformal rescalings of Minkowski space6
,B may 

be realized as slices of N; in particular, taking the 
slice K = 1, it follows that a is an isometric embedding, 
and that x" E. M4 can be identified with (x" , 1) E. N. 

We may also obviously regard a as mapping complex 
Minkowski space onto the y4 + y5 = 1 slice of erN, and a 
local coordinate system in erN is obtained by allowing 
the x" to take on arbitrary complex values and K to range 
over the complex plane minus the negative real axis. 

As usual, ",7 we choose a basis in T in which Q takes 
the form 

(2.4) 

Let BE. TilT, and define y(B)E.C6 by 

yO(B) = ~ (B03 - B12), y3(B) = JT (B13 + B02), 

vl (B)=::..i(B03+B12 ) y4(B)=~(B23_2B01), (2.5) - 12 ' 

This establishes a one-to-one correspondence between 
simple twistor bivectors and points of erN. Notice that 
y(B) is real (lies on N) only when B is real; i. e., only 
when Bc<~=Bc<~=~Ec<(;yO~. Two twistors are said to 
meet at X = ;;AA' if they can be written in the form va 

=(iXAA'iTA., iTA')' va=(i;;AA'WA" WA'). (see Refs. 11 and 
12 for the geometrical implications.) In this case, if 
B=2UIIV, 

y(B) = (iTA' wA')a(x). (2.6) 

Note, in particular, that V and V may meet at a real 
point without 2U II V determining a point of N. 

If y - B(y) is the inverse of (2. 5) and B(y) is regarded 
as a skew matrix, the action of SU(2, 2) on N is given 
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by 

T(y)=y(TB(y)Tt), TE. SU(2,2). (2.7) 

The subgroup of SU(2, 2) leaving a(O) fixed is given by 

W={ [.0' O_J.: 0' E. SL(2,er), A Hermitian}. (2.8) 
lAO' 0'+ 

Clearly, ({; is the semidirect product SL(2, C) • ~, where 
~ is the four-parameter Abelian group of special con­
formal transformations. 

Finally, if [y] denotes the equivalence class of y E. N 
uEder the relation y - ry, rE. R+, the action of SU(2, 2) on 
/J1 is given by 

T([Y ]) = [ T(y )], (2.9) 

where y is any representative of [y]. The subgroup of 
SU(2,2) fixing a(O) is V={R+Ci)SL(2,C)}o~. 

3. REPRESENTATIONS 

We are going to be concerned with representations of 
SU(2,2) induced by representations of either W or V with 
the property that ~ is in the kernel of the inducing re­
presentation. Vectors in these representation spaces, 
regarded as functions on SU(2, 2), will thus be constant 
on the cosets of ~. It turns out that a particularly useful 
parametrization of these cosets is provided by pairs of 
twistors (U, V) satisfying y (U /\ vk N. 

To see this explicitly, regard a matrix T E. SU(2, 2) as 
being composed of four twistors 

(3.1) 

subject to EaG" = F"HC< = 1, all other products vanishing, 
and E[" F~G" HOI = E"(;Yo. In the principal bundle SU(2, 2) 
-SU(2,2)/W=N, T lies in the fiber over 

(3.2) 

Since TB(a(0))Tt=2G/\H, the third and fourth columns 
of T determine the fiber in which it lies. Moreover, for 

A=[~ nE.~' 
T A has the form [* i * : G : H], so that these same columns 
are invariant under' ~ and' may be thought of as labeling 
the elements of SU(2, 2)/ ~ . 

We formalize this as follows. Put 

5*={(U, vk TxT: vnv, AE.er}. 

Define a projection P: 5* - erN by 

P(V, V)=y(2U/\ V) 

and let 

(3.3) 

(3.4) 

(3.5) 

Notice that for any y E. erN, P_1(y);; SL(2, C) by virtue 
of (3.4). It will be convenient to label U and V by spinor 
indices, 

VA' = (U 0" U l' ) = (U, V). (3.6) 

A right action of SL(2, C) on 5* is given by 

(3.7) 
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where aA,B'= aA
B and 5* -ow (resp. 5 -N) becomes 

a principal 8L(2,C) bundle. 8U(2,2) acts on 5* (resp. 
5) in the obvious way, 

T·VA,=TgV~,. (3.8) 

Let /5: (a,A) - a be the homorphism from W onto 
8L(2,C), and define a mapping p: 8U(2,2) - 5 by 

p:[E:F!G!H]-(H,-G). (3.9) 

Evidently, p is fiber preserving, and a simple calcula­
tion shows that 

p(RTW)=Rop(T)'p(W), R,Trc8U(2,2), WrcW. 

(3.10) 

Thus, p is a principal bundle homorphism which com­
mutes with the action of 8U(2, 2). 

We come now to the induced representations. Let 
T: 8L (2, C) - aut(V) be a representation of 8L(2, C) on the 
finite-dimensional vector space V. T may be regarded 
as a representation of W as well, by putting T(a,A) 
= T(a). It is an immediate conseq11ence of (3.10) that the 
two associated homogeneous vector bundles 8U(2, 2) 
x:; V - Nand 5 Xr V - N are isomorphic: thus the repre­
sentation of 8U(2, 2) induced by T can be realized on the 
vector space of cross sections of 5 x r V - N. (It is not 
required that T be unitary. ) 

Recall that an element of 5 Xr V is an equivalence 
class {(VA' ,v)L with VA,E 5, VE V, where the equi­
valence relation is defined by 

(3.11) 

Let 4> be a cross section of 5 x TV, and let V A' C 5 with 
p(U A' ) =)' (~/V. Jhen <P CV) has a)ocal representative of 
the form (V A" q, (u A' ), where <l! (U A') are the "compo­
nents" of~ the field q, C'V) in the twistor dyad V A" The 
function q, : 5 - V so defined has the property 

(3.12) 

reflecting the local transformation law of the field, and 
transforms under T (C 8U(2, 2) as 

A ~ 

T<l>(TUA,)=<l>(U A,). (3.13) 

(8ee, for example, Hermann. 13) Conversely, any V­
valued function on 5 satisfying (3. 12) may be thought of 
as a cross section of 5 X T V. We therefore have the 
result: Any representation of 8U(2, 2) induced by 8L(2, C) 
in the manner described above may be realized on a 
space of vector -valued functions of two twistor variables 
VA" where V A' E 5. 

4. HOMOGENEOUS TWISTOR FUNCTIONS 

The representations constructed in the above manner 
are all highly reducible. The simplest way to see this is 
to consider 5 as a bundle over 111 with structure group 
R+?9 8L(2, C) acting in the obvious way, 

VA"ya=rVwaB'A" rcR+, aE8L(2,Cl. (4.1) 

Let p': V-R+ 2J 8L(2;C) send (ra, A) to ra and let p: 
8U(2,2) - 5 be given by (3.9). Then, as before, p is a 
principal bundle homo~phism (of bundles over;ff this 
time) commuting with the action of 8U (2,2). 80 any 
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representation induced by R+ 2J 8L(2, C) may also be 
realized on a space of functions of two twistor variables. 

In particular, if T is any representation of 8L(2,C) on 
V, and Ie is any complex number, we can define a 
representation T).: R+?l 8L(2, C) - aut( V) by 

(4.2) 

If \} is a cross section of S XT). V -;ff, the associated 
twistor function satisfies 

(4.3) 

For r = 1, this agrees with (3.12), and we may therefore 
regard \} (or ~) as belonging to an invariant subspace 
of the representation induced by T. In short, the map­
ping q, - cj; intertwines the T). representation with the T 

representation. The net effect of the intertwining opera­
tor, as can be seen by taking 01=1 in (4. 3), is to remove 
the R+ dependence (or local scaling behavior) of the 
original field (defined on/h) by spreading it out in an 
appropriate homogeneous fashion on the generators of 
N. 

Example: Let V(n) be the space of symmetric spinors 
with 11 primed indices. Let T(n) be the representation of 
8L(2,C) on V(ll) given by 

(4.4) 

If <l! is a cross section of 5 XT(n) V(n) - I'v', then <P takes 
values in V(n) and may be written, somewhat redun­
dantly, as <PA'oooB'(U C')' There are n+1 independent 
components here, 

qJ r (V C' ) = j; l' >0 0 " 0' 0.00' (U C' ), 0 '" y cS 17. 
'"-v--' ~ 

n-r 

(4.5) 

If, in addition, cj; satisfies (4.3), the functions qJ r satisfy 

qJr(tV," , UI') =c_/ Cn-).-2r )/2qJr(U0" UI')' 

qJr(UO' , IU,,) = IC- n-).+2r )/2(j)r(Un" U,,) 

(4.6a) 

(4.6b) 

for I: O. [To obtain (4. 6a), for example, note that (IUno , 

Ul')=(U0',Vl')o(t1/2a ), with a=-c·[t~/2 t-{'/21, and use 
(4.3) and (4.5). I 

Though no assumption has vet been made concerning 
the smoothness of q" it is natural within the twistor 
formalism to consider the possibility that the functions 
given in (4.6) are actually the restrictions to S of single­
valued holomorphic functions defined on open sets of S* . 
A necessary precondition for this is that the exponents 
appearing in (4. 6) be integers: if A is set equal to 11+ 21<, 
this means that k must be an integer. In this case, inde­
pendent of analyticity properties, .}; is called a jifnctioll 
of type (n, l? l. It will be shown in the next section that a 
massless free field of helicity n/2 is a function of type 
(n,l). 

Clearly, both 5* and 5* X TCn ) V(n) are holomorphic 
bundles over oW, and a holomorphic (local) cross 
section of 5* xTCn)V(n) determines a holomorphic V(Il)­
valued function of U A' satisfying (3.12). In this context, 
if a V(n)-valued function <P [of type (n,l?), say] is the 
restriction to w,," 5 of a function holomorphic in some 
open neighborhood of W in 5*, we call the field q, deter­
mined by c$ real analytic on p(W) ~N. It will be evident 
in the next section that this corresponds to the usual 
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notion of real analyticity whenever it makes sense. 
Notice that fields of type (n,k) which are real analytic 
on the whole of N are mapped onto themselves by the 
action of SU(2, 2). Examples of such fields can be ob­
tained by contour integration from Penrose's "elemen­
tary states."6 

To continue, we now wish to show that if $ satisfies 
(4.3), the components of'll (regarded as a cross-section 
of 5 x, V - N, will actually be homogeneous functions of 
r in suitably chosen bases. Let y - G(y) be a local cross 
section of SU(2,2) over N. G is called elementary if, 
whenever y and ry (r> 0) are in the domain of G, G(ry) 
= G(y)D(r), with 

[

r-1 / 21 

D(r)= 
o 

(4.7) 

Correspondingly, p(G(y» is called an elementary cross 
section of 5. Denoting p(G(y» by UA.(y), we have 

(4.8) 

Thus, except for a scale factor, such cross sections are 
constant on the generators of N. 

As was mentioned before, a cross section of 5 x, V 
-;1f may be regarded as a cross section of 5 x, V - Jv 
as well. The components of 'II (y) in the dyad U A' (y) are 
given by 

(4.9) 

and by construction, it is immediate that (compare Refs. 
1-3) 

~(ry) = r-x /2 </I(Y). (4.10) 

From a slightly different point of view, the same 
cross section may be realized as a conformally weighted 
denSity in ~ (compare Refs. 8, 14, and 15). When 
expressed in terms of x" and K, the components of </I are 
are homogeneous of degree 0 in the x" and of degree 
- A/2 in K. Thus, if !vI is a slice of N given by K(X), the 
components of </I on !vI are related to those on ~ by 

(4.11) 

Identifying !vI with M4 via (x, K(X» H (x, 1), this can be 
written as 

(4.12) 

Together with (2.3), this gives the local transformation 
law for a density of conformal weight - ;\/2. Of course, 
if the cross section of SU(2, 2) is not elementary, the 
right-hand side of (4.12) will contain an x-dependent 
SL(2,C) matrix acting on the indices of </I. 

5.THE ZERO REST-MASS FiElDS 

Consider a solution to the helicity n/2 free field equa­
tions in~, 

(5.1) 

with CPA' ••• C' being the components, in the standard 
frame, of a spinor field with n indices. We can asso­
ciate with cP a twistor function of type (n, 1) by declaring 
that CPA'''' C' are to be the components at (x, 1) EN of .p 
in a particular basis. 
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Define the standard cross section U A' (x, K) of 5 - N 
to be the image, under p, of 

[
1 iXAA'] rK-

I
/

21 0] 
G(x,K)=T(x)D(K)= 0 ] L 0 K1/2]' (5.2) 

(In M4, this is the normal basis in which the operators 
P" do not act on the indices of the fields.) We thus have 

U~ (" ) ()1/2(' CD' . CD' ) 
J' X ,K = K tX 0D' ,OD'; tX ID' , tD, 

=(K)1/2UJ ,(x",I), (5.3) 

where 0D' = (0, 1) and iD, = (- 1,0) are the components of 
the standard spin-frame at x. Allowing x to take on 
arbitrary complex values and K to range over the com­
plex plane minus the negative real axis, we may extend 
this to a holomorphic local cross section of 5* - a:N 
(sitting over an open neighborhood of ~ XR+ in a:N) by 
demanding that (5.3) continue to hold. 

Restricting our attention to 5 -N for the moment, we 
now define ~ by 

(5.4) 

the value of .; in any other twistor dyad over (x, K) being 
given by (3.12). Notice that if 

UK,:= CiK,J'UJ,(x, 1) (5.5) 

is an arbitrary twistor dyad at x, it has the form 

UC!:= (ixCD'on' ,on')' U1'= (ixcn'Zv, ,lv'), (5.6) 

where 

(5.7) 

Using (3. 12), one sees that .p (UK') are the components at 
x of the original field in the spin-frame {o,"Z}. Thus the 
dyad UK' determines both the point x and a spin-frame at 
X,5 while the transformation properties of .p correctly 
mirror the behavior of cP under local SL(2, C) 
transformations. 16 

To transform the original field cP under SU(2, 2) is now 
a simple matter. If T E SU(2, 2), we define 

(Tcp)A' ".B'(X) = T~ A' •• ,B' (UK' (x, 1». (5.8) 

It is now easy to verify that 

(5.9) 

i. e. , that Eq. (5.1) is conformally invariant. Poincare 
and dilation invariance is immediate, so the only thing 
that needs to be checked is invariance under ~ . Since 
~ is conjugate to the translations under H= [~~], the 
proof reduces to showing that Hep satisfies (5.1) if ep 
does. The calculation involved is straightforward, but 
quite lengthy, and is omitted, although it should be noted 
that this is the point at which the precise degree of 
homogeneity of .p plays a crucial role. 

Conversely, it is clear that any $ of type (n, 1) which 
satisfies (5.1) in the standard cross section gives rise 
to a zero rest-mass field in~. In a general cross sec­
tion (restricted to M4), Eq. (5. 1) will of course involve 
the spinor covariant derivative. 

We now confine our attention to solutions of (5.1) 
which are real analytic on some open subset of ~. 
These admit holomorphic extensions to open subsets vf 
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C~ which also satisfy (5.1). Using (5.4) with x and K 

complex, we obtain a.p of type (n, 1), holomorphic on 
some domain 0 ~ 5*, where 0 n 5 is open in S. Thus, 
from (5.4), 

<;7AA·.p A' B' ••• c. cii J' (x, K)) = O. 

The two equations (A' = 0', 1') reduce to 

aCPr + acpr+l _ a CPr + 2CPr+l _ 0 
avo avo - avl av l - • 

(5.10) 

(5.11) 

Although these equations apparently hold only on the 
standard cross section of 5*, they are in fact valid on 
the entire domian of .p. To see this, let 0' E SL(2, C) and 
consider the cross section U J' (x, K) = QJ' K' {j K' (x, K). Then 
(3.12) together with the local SL(2, C) invariance of the 
fields, implies 

vAA'J, A.B •••• C.(UJ • (x, K))= 0, (5.12) 

where VAA' = iiC~~·<;7AC'. Expanding (5.12) then gives 
(5.11) for V J' = V J" Since any dyad over (x, K) may be 
obtanied in this fashion, (5. 11) is valid on an open subset 
of 5*; thus, by analytic continuation, (5.11) holds when­
ever it makes sense. 

Now let R act on <P: this interchanges Va with U2 and 
VI with V3 (similarly for V"'). Since Rcp satisfies (5.10), 
proceeding as above we obtain the additional equations 

a CPr + ocpr+l _ ccpr + CPr+l_O 
a [f2 (J v2 - a u3 a v3 - • 

We therefore have 

acpr + aCPr+l=O 0 1 1 au'" (J V'" , r = , , ... , n - . 

(5.13) 

(5.14) 

The homogeneity conditions (4.6) may be written 

V"'~~:=-(r+1)CPr' V"'~~:=-(n-r+1)CPr' (5.15) 

and these are the twistor versions of the zero rest-mass 
free field equations. 5_7 The auxilliary conditions 

(5.16) 

follows immediately from (5.14). 

Conversely, Eqs. (5.14)-(5.16) are manifestly confor­
mally invariant, and it is a simple matter to check that 
any solution to them yields, in the manner described 
above, a real analytic solution to the zero rest-mass 
field equations in Minkowski space. If the functions CPr 
are holomorphic on a neighborhood of the whole of 5 in 
5*, the resultant field will be single-valued and vanish 
in a characteristic fashion at null infinity. Specifically, 
it will exhibit the "peeling-off" property: see Ref. 8 and 
the other references cited there. 

Remark: The center of SU(2, 2) is generated by powers 
of J = l it i~]' For twistor functions of type (n, 1), 

(5.17) 

Thus, if n=2(mod 4), JCPr=CPr' and we have a represen­
tation of the conformal group. If n = O(mod 4), we have a 
representation of SOo(2,4), while if n=l or 3(mod 4), 
we have a representation of SU(2, 2). 
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6. COMPLEX CONJUGATE REPRESENTATIONS 

The complex conjugates of the representations con­
sidered above are most usefully realized on the bundle 
of dual twistor dyads. Let 

(6.1) 

with V and V transforming under the adjoint representa­
tion of SU(2,2). Letting fj"'= QOIB Us, define the projection 
from 5'* to (IN by 

(6.2) 

Denote the pair (V"" V",) by VA (A = 0, 1), and define the 
action of SL(2, C) by 

(6.3) 

The bundle of dual twistor dyads over N is defined by 
S' =p,-lW). 

Just as above, the representation of SU(2,2) induced 
by the representation 

1T(n)(O'): ~A ••• B - O'A1C , ... O'BID~C"'D (6.4) 

of SL(2, C) may be realized as a space of functions of the 
two variables U A' It is a simple matter to verify that 
the homogeneous vector bundle constructed in this 
fashion is (isomorphic to) the complex conjugate of 
SXT(nlV(n). There is an analogous decomposition of the 
representation into homogeneous twistor functions. In 
particular, corresponding to a real analytic solution of 
the field equations 

<;7AA·ifJAB ••• C=O, (6.5) 

there is a holomorphic twistor version, ",7 

a ~Jr + a ifJr+l = 0 
a V'" a V'" (6.6) 

Vo: :vi/!r =: - (r+ 1);Pr' v a;Pr = - (n - r+ 1);p 
(} '" '" av", T' 

The field Ji A' ••• B' = ;p A ••• B determines (see Sec. 5) a set 
of twist~r fucntions {CPT(UOI, V"')} satisfying (5.14)-(5.16). 
They are related to the ifJr'S by 

(6.7) 

7. FINITE-DIMENSIONAL REPRESENTATIONS 

In certain applications, 6,7,11 it is convenient to regard 
a twistor W", = (wA , 1TA') of valence m as defining a spinor 
field in Minkowski space via 

O"A' (x) = ix AA'wA -1TA •• 
(7.1) 

This field satisfies the twist~r equationll 

<;7 B<C' aN 1 = O. (7.2) 

Conversely, it can be shown that any global solution to 
(7.2) is of the form (7.1), thereby uniquely defining a 
twistor W",. 

Equations such as (7.1) arise quite naturally in the 
formalism given in this paper. For consider the con­
stant, totally symmetric twistor S OIB • •• r of valence [~]. 
This can be used to define a symmetric spinor-valued 
function ~ A' ••• B' on S* , 
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(7.3) 

Upon writing out the independent components of L, one 
sees that it is a function of type (n, - n); thus this repre­
sentation contains a finite-dimensional invariant sub­
space. If we use L to define a conformally invariant field 
in ~ by putting 

TA •B •••• K• (x) = L A •B •••• K • (U J' (x, 1), 

then an easy calculation gives 

(7.4) 

(7.5) 

a solution to the generalized twistor equation. 
Conversely, using the methods of Sec. 5, it may be 
shown that any solution to (7.5) uniquely determines a 
symmetric twistor of valence [~l. 

CONCLUSION 

We have established a correspondence between a cer­
tain series of induced representations of SU(2, 2) and 
different space of homogeneous functions of two twistor 
variables. We have shown, in a concrete way, that the 
zero rest-mass fields, homogeneous functions on N, and 
conformally weighted spinor densities, all of which 
naturally occur in discussions of the conformal group, 
should be regarded as representing different aspects of 
the same geometric objects, namely cross sections of 
homogeneous vector bundles. We have also tried to show 
that, even in the nonanalytic case, these objects are 
most naturally described by means of twistors. The 
advantages of the twistor description are particularly 
evident in the case of analytic fields. 

As a final remark, we should note that while twistor 
theory is manifestly conformally invariant, it is a sim­
ple matter to "break conformal invariance" and thereby 
obtain a Poincare invariant theory. It is only necessary 
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to restrict the bundles 5 and 5' to the slice K== 1 of N 
and it is achieved in practice by incorporating the 
"infinity twistor" into the equations. For this, and other 
matters related to quantization, the reader is referred 
particularly to Ref. 7. 

*Partially supported by the General Research Fund of the Uni­
versity of Kansas. 
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Post-Newtonian two-body and n-body problems with 
electric charge in general relativity 
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Starting with the Bahnski two-body post-Newtonian Lagrangian with electric charge in general relativity, 
we construct a coordinate transformation (not involving center-of-mass coordinates) with two arbitrary 
parameters and obtain a Hamiltonian which is in agreement with one derived from quantum field theory. 
The field theory Hamiltonian corresponds to using an arbitrary parameter xp in the photon propagator as 
well as an arbitrary parameter Xg in the graviton propagator. These results are also generalized to the case 
of 11 bodies. The condition for static balance e, = ± G 1 '2m , is found to hold both for the exact 
Reissner-Nordstnim "one-body" problem and for the post-Newtonian n -body problem. An alternate 
condition for static balance ei = ±( G m, m , )';2 is found to hold for the post-Newtonian two-body problem. 
The precession of the perihelion for the post-Newtonian two-body problem is given along with four special 
cases, one of which is the two-body generalization of the "one-body" special relativity result of 
Sommerfeld. Post-Newtonian two-body equations of motion (in center-of-mass coordinates) with the 
condition of static balance are also examined. 

INTRODUCTION 

Bazanskii ,2 has given the two-body post-Newtonian 
equations of motion1 and Lagrangian2 for two charged 
bodies in general relativity. His Lagrangian contains 
both the potential-energy terms of the Einstein-Infeld­
Hoffman3 Lagrangian (G, Gvv, and G2 terms) and the 
potential-energy terms of the Darwin4 Lagrangian (e2 

and e 2vv terms) as well as some additional mixed poten­
tial-energy terms (Ge2 terms). 

In Sec. I we write the Baza!lski Lagrangian and 
Hamiltonian in the more convenient notation5 of Landau 
and Lifshitz. 6 

We then make a coordinate transformation from the 
coordinate system used by Bazanski, Einstein-Infeld­
Hoffmann, and Darwin to a new arbitrary coordinate 
system characterized by two arbitrary dimensionless 
parameters fi ff and fip in the transformation equations. 
We then obtain (in the new coordinate system) the 
BaZanski Lagrangian and Hamiltonian which contain 
the parameters fig and Ci p • The coordinate transforma­
tion used is new, in two respects, compared to what 
has been done before by Hiida and Okamura' and by 
ourselves. 8 First, the transformation is made before 
going to center-of-mass coordinates and, second, it 
contains the additional parameter Ci p which means that 
the graVitational and electromagnetic aspects of this 
paper are treated in a similar manner. 

We then show how one can derive the potential-energy 
terms containing fi

ff 
and Cip in the Bazanski Hamiltonian 

from quantum field theory and mention which terms have 
(and which have not) been so derived. 

Next, we introduce center-of- mass coordinates in 
our Lagrangian. Then, after making the large-mass 
large-charge approximation, we compare our result 
with the Reissner-Nordstr0m9 Lagrangian. 
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In Sec. II we discuss the conditions of static balance5 

where the electric and gravitational forces cancel out 
when the two particles are at rest. 

In Sec. ill we give the post-Newtonian equation of 
motion in a center- of- mass coordinate system and then 
find the precession of the orbit (perihelion precession) 
which agrees with the special cases of RobertsoniO and 
Sommerfeld_ 11 Solutions to the post-Newtonian equa­
tions of motion for the two-body problem in center-of­
mass coordinates, satisfying the condition of static 
balance are found. 

In Sec. IV we generalize our results to the case of 
l1-bodies and in Sec. V we present our conclusions. 

I. LAGRANGIAN AND HAMILTONIAN 

The two-bOdy post-Newtonian LagrangianZ and equa­
tions of motionJ for the case of charged particles in 
general relativity have been given by Bazanski. The 
Lagrangian in Bazanski (B) coordinates [same coordi­
nates as used by Einstein-Infeld-Hoffmann3 (EIH) and 
Darwin4 (D)] can be written as 

L (r1B , V 1B ; r 2B , VZB) 

= ~mlviB + ~J1I21J~B + iml1JtB/C2 + im2v~B/c2 

G i1l1n12 [ 3 ( 2 2)/ 2 1 ( )/ 2 + 1 +2 viB +V28 C - '2 V1B 0"2B C 
r B 

'( )( )/ 2.2] G2miJn2(ml + 1112) 
- 2 ViE orB V2B orE C Y E - 2c2rt; 

Gele2(n~ + i1l2) _ G(ei m2 + e~1II1~ 
+ 2 2_.2' 

C ' B 2c r:B 
(1 ) 

where c and G are the speed of light and gravitational 
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constant respectively, r B =rlB - r 2B and thus VB =V1B 
- V2B • By the usual standard procedure we obtain the 
Hamiltonian 
lI(rlB , P1B ;r2B , P2B ) 

= & + P~B _ 11/2 _ PtBz _ Gmlm2 
2ml 2m2 8mlc 8m2c rB 

x [1 + ~ (PjB 2 + P~B2) 2 (P1B 'P2f ) 
2 mlc m2c 2 mlm2c 

1 (P1B 'rB)(p2B .rB)] + ele2 [1- ~ (P~B 'P2B ) 

ml m2cz 'Y1 mlm2cz 2 rB 

1 (P1B .rB)(~~ OrB)] + G2mlm2(ml + m2) 
-2" ml m2c B 2cz'Y1 

Gele2 (n~ + m2) + G(eim2 + e~ml) 
- c2 B 2c2'Y1' 

A. Coordinate transformation 

We shall now make the coordinate transformation 
(see Appendix) 

(0' Gm2 _ 0' e1e._) rv_ (v 'r)r] 
\ g err p ~ L ----yz- , 

[
(v 'r)r ] 

v- ----;r- , 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

_ (0' Gm2 -0' ~) [p _ (P1 'r)r], (9) 
\ g err p mlc r 1 yz 

where O'g and O'p are arbitrary dimensionless param­
eters, and Jl = m1m2/(m1 + 1112) and M = ml + m2 are the 
reduced mass and total mass, respectively. 

The Hamiltonian of Eq. (2) in the new coordinates is 

II(O'g, O'p) =110+ V1<ElH) (O'g) + V2 (EIH) (O'g) 

+ V1(D)(O!p) + V2(D) (O'p) + V2(B)(O'g' O'p), (10) 
where 

II-pi A 11. ~- () 
0- 2ml + 2m2 -~ - ~' 11 

V1(ElH) (O!g) 

=- Gmlm2 {I + (% - O!,.) (4 + 4) 
r mlc m2c 
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(13) 

Vt(D) (O!p) 

= ~ {1- O! (4 + 4) + (20' _.!) (Pl' P2) 
r p mlc m2c p 2 mlm2cz 

_ (.! + 20' ) (P1·r)(p;.;r) +0' [(P1'r)2 + (P~ 'r)2]} 
2 p mlm2cz p mfczyz m2czyz 

(14) 

(15) 

V2(B)(O'g,O'p) 

_ ( _ 1) Ge1e2(ml + m2) + G(eim2 + e~ml) 
- 0',.+ O'p cZyz 2c2YZ (16) 

The coordinate system is B-EIH-D if both O'g = 0 and 
O!p = O. In a coordinate system where O'g = ~ we have 
V2 (ElH)(1)=0, while for a coordinate system where 
Cl'p=O we have V2(D)(0)=0. 

The special cases of the Einstein-Infeld-Hoffman 
Hamiltonian (pure gravitation, i. e., el = e2 = 0) and the 
Darwin Hamiltonian (pure electromagnetism, i. e. , 
G = 0) can be written, respectively, as 

liE IH (O' g) =110 + V 1(EIH)(O'g) + V2 (EIH) (Cl'g), 

liD (O'p) =110 + V1<D) (O'p) + V2(D)(O'p)' 

The Lagrangian corresponding to Eq. (10) can be 
written as 

L(O'g,O'p)=Lo- V1(EIH)(O'g)- V2 (EIH) (O'g) 

(17) 

(18) 

- V1(D)(Cl!p) - V2(D) (Cl!p) - V2(B)(<l'g, O'p), (19) 

where 

Lo = 1mlvi + 1m2v~ +im1vVc2 + im2vUc2, (20) 

and mlvl and m2v2 replace Pl and P2, respectively, in 
the potential energy terms of Eqs. (12) and (14). 

B. Hamiltonian from quantum field theory 

The potential-energy terms V1<EIH) (Cl'g) and V2(EIH)(O'g) 

can be derived from the one-graviton exchange inter­
action and the two-graviton exchange interaction, 12 re­
spectively. The potential-energy terms V1( D) (Cl!p) and 
V2(D)(O'p) can be derived from the one-photon exchange 
interaction and the two-photon exchange interaction, 12 

respectively. The potential-energy term V2(B) (Cl!c, O!p) 
can be derived from the one-graviton one-photon ex­
change interaction. 12 

Both the graviton and the photon propagators are 
proportional to 1/(k2 - k~), (see Eqs. (12)-(18) of 
Ref. 8], where k~ can be written in a form that contains 
an arbitrary dimensionless parameter x. For the 
graviton case let this parameter be Xg and for the photon 
case let this parameter be xp' It is convenient to intro­
duce two other dimensionless parameters O'g and <l'p 
which are given by 

(21) 

Thus, the potential-energy terms derived from quantum 
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field theory will contain two arbitrary parameters CY. c 
and CY. p• The proper interpretation of the Hamiltonians 
with arbitrary parameters CY. c and CY. p is that the 
Hamiltonians are related to each other by the coordinate 
transformation given by Eqs. (3) and (4) whose form 
was carefully chosen to be consistent with the field 
theory results. 

Iwasak.i13 gave the field theory derivation for V1(E IH)(O) 

and V2 (EIH)(0), while Hiida and Okamura1 gave the field 
theory derivation [see their Eqs. (1. 3) and (3.20)] for 
V1(EIH) (C\I g) and V2 (EIH) (CI'g) which agree with our Eqs. 
(12) and (13). We have verified that the field theory 
derivation for V1(EIH)(CY. g) and V1(D)(CI'p) is in agreement 
with Eqs. (12) and (14). To our knowledge, a quantum 
field theory derivation of V2(D)(CY. p) and V2(B)(CI'g, CY. p) 
has not been made. 

C. Center-of-mass coordinates 

Going to center- of- mass coordinates we put P = P l 
= - Pz in Eq. (10) to obtain 

H(CY. g , CY.p;r, P) 

_!(~+.!.) pZ !(1 + 1) p4 
- 2 1111 mz - 8 ~ ;;'f cr 
_Gmlm2{1+[!+(~_CY.)!VI] pZ 

r 2 2 c fl mlmZc2 

+ (! + CY. AI) (P 0 r)Z } + clC2 
2 g fl 1111mzc 2):2 r 

x {I + (! - CYp'~I) ~--;:'l. + (!+ CY. p l'i) 2 IJ 1/111112C 2 fl 

X - -,. + - _ CY. ~ _ CY .-'::.1":L (p'r)2} (1 ) G2
fllV1

2 
C

2
C

2 

/1/1n1 2c2r 2 g cor p flCz.y;. 

+ (+ 1) GC1CJlI G(cim2 + c~ml) (22) 
CY. g CY p - C2J + 2c21'2 • 

Equation (22) also could have been obtained by starting 
with Eq. (2), going to center-of-mass coordinates, and 
then making the transformation of Eq. (5) which implies 
that 

( 
GN] C1(2) [ (vor)r] (23) v =v- CY. -:::1- - CY ~ v------;;-

B g C Y P fl(' r y-' 

PB ,= P+ (CI'g .C;;~ - Cl'p =~~~) [p- ~~ J. (24) 

The pure gravitational part of Eq. (22) lG, GPP, and 
G2 terms] has been given by Hiida and Okamura1 and by 
ourselves,8 The one-graviton exchange part of Eq. (22) 
[G and GPP terms] with C1'g = - tfl/M has been derived 
by Barker, Gupta, and Haracz14 using Gupta's15 quan­
tum theory of gravitation. 

The Lagrangian corresponding to Eq. (22) can be 
written as 

+(CY.+!~) 
K 2 !VI 
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(25) 

In the coordinate system where CY. r = Cl'p = - fl/21'11 we can 
write Eq. (25) as 

L (CYII" = Cl'p = - fl/22vI;r, v) 

= tflv2 + G'flM/r + 'sklflv4/CZ 

+h2(;'flN1if/c2r- ~IZ3G'2flNP/c2.y;., 

where 

and 

(;' = G - C1 C2/m l 1i12 , 

kl = 1- 3fl/Al, 

kz = 1 + tfl/ivi + Za' 

1z3 = 1 + fl/iyl + Zb + ZaZb -- Z~, 

Z = ~.l._ 
a G'ni l ni2' 

2 2 
Z - Cl1112 +C2 111 1 

b - G'/1/1 111 2,11 

(26) 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

As the precession of the orbit (see Sec. III) is inde­
pendent of the parameters CY. g and CY. p it is convenient 
(for the derivation of the precession of the orbit) to 
choose the Lagrangian in as simple a form as possible. 8 

By setting CY. g = C\I p = - fl/2M, we eliminate the (v' r)2 
potential energy terms in Eq. (25), We can also elimi­
nate the 1?- potential energy terms in Eq. (25) by setting 
CY. g = ~ + ~ fl/1v[ and Cl p = ~Il/M. 

D. Large-mass, large-charge approximation 

Applying the large-mass approximation (III Z » 1Il1) and 
the large-charge approximation (C2 »el) with the condi­
tion c~ml »eiIll2 to Eq. (25) we obtain the so-called 
"one-body" Lagrangian (there are actually two bodies) 
which is 

( 1) G2'r~lIl~ + eici + CY-- - n -
g 2 r 1 p m 1 ('2 y2 

(1 ) GelC2/J1'l. Ge~~l + - !'Y. g - Cl p ( 21). - 2c2 • (33) 

The Lagrangian for a test charged particle (mass nil 

and charge cl) in the field of a heavy large-charged 
particle (mass ;/1z and charge (2), where again /Jlz »lnl 

and c2 »el and C~II/l »eimz, is given by 

(34) 

The Reissner-Nordstr¢m~l solution for goo, gij, and Ao 
in this "one-body" Lagrangian is 

= _ '1 _ 2GII~ + .0('~ ) 
goo \ err ('412 (35) 

(1+:: ) 
,"> 00 

(36) 

(37) 
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The post-Newtonian expansion of Eq. (34) (apart from 
the rest energy term - mlc2) is Eq. (33) with O'r = 1 and 
O'p = O. The coordinates are Schwarzschild coordinates. 8 

II. CONDITION OF STATIC BALANCE 

For the Lagrangians of Eqs. (25) and (34) (which are 
in the center-of-mass system), we can write Lagrange's 
equations as 

F=P, 
where 

F'" oL and p", oL . 
or oV 

If we now set5 

ej=±G1/ 2mj, i=1,2 

(the notation is meant to imply that the + sign holds 
for all i or the - sign holds for all i) we find that 

(38) 

(39) 

(40) 

(L)y.Q '" 0, - mlc2 for Eqs. (25) and (34), respectively, 
and hence, (F)T=O'" O. Thus, if the particles are at rest 
they will remain at rest. We note that if v is not zero 
the force will not be zero. The condition for static 
balance5 of Eq. (40) holds for both the exact "one-body" 
problem of Eq. (34) and the post-Newtonian two-body 
problem of Eq. (25). 

Let us now look more carefully at the post-Newtonian 
two-body problem of Eq. (25). In order to have static 
balance for all r the static l/r terms and the static 1/r2 
terms must independently cancel out in the Lagrangian 
of Eq. (25). We thus must have 

ele2 = Gmlm2, (41) 

eim2 + e~ml = 2ele2(ml + m2) - Gmlm2(ml + nl2)' (42) 

Note that the 1/r2 terms proportional to O'g and O'p 

cancel out due to Eq. (41). Using Eq. (41) in Eq. (42) 
we obtain 

(43) 

which gives us the solution of Eq. (40) and also another 
solution for static balance, namely, 

(44) 

In the special case where nil = nl2 the two solutions of 
Eq. (40) and (44) become the same. 

It should be noted that Eq. (44) is not a solution to 
the exact "one-body" problem of Eq. (34). This is as 
expected since we must have e2 »el and nl2 »nll for 
Eq. (34) to be valid. 

We shall return to our discussion of static balance in 
Sec. IV. 

III. EQUATION OF MOTION AND PRECESSION 
OF THE ORBIT 

Lagrange's equations of motion for the Lagrangian of 
Eq. (26) may be written as 

• G'Mr G'M 
v + ----y:r- = 27 (4k4G'Mr/r- k5Jlr + 4ks(v • r) v], 

(45) 
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where 

k4 =tk2 + tk3 = 1 +tll/M +tza + t(Zb + ZaZb - Z!), 

(46) 

k5=%k2-ikl=1+~Il/M+%Za, (47) 

ks = tkl + t~ = 1- tll/M + tza• (48) 

The secular results for the precession of the orbit 
can be written as8 

Eav=O, Lav=O*XL, Aav=O*xA, (49) 

whereE=Il(iJl-G'M/r), L=llrxv, andA=/J.[vX(rXv) 
- G'Mr/r] are the Newtonian energy, orbital angular 
momentum, and Runge-Lenz vector, respectively, and 

(50) 

where a is the semimajor axis, e is the eccentricity, 
w is the average orbital angular velocity, and n is a 
unit vector in the L direction. To insure a bound orbit 
we must have G' > O. The result for 0* can be cast 
into different forms by using the relations 

L/Il (G'M) 1/2 21T -
a2(1_e2)172= ----;;s- =T=w, (51) 

where T is the orbital period. 

Unfortunately, the expression 

4ks - 2k4 + k5 = tkl + 3k2 - t k3 

= (1 + za)(3 - iZb) + tz~ (52) 

contained in 0* cannot be expressed in a simpler form. 

However, we do have four special cases in which the 
form of Eq. (50) and (52) can be put in a very simple 
form. 

A. First case: e l = e 2 = 0 

We then have G' = G, Za = Zb = 0, 4ks - 2k4 + 1?5 = 3 and 
thus 

0*- 3GMw 
- c2a(1- e2) n, (53) 

which is the result of Robertson. 8,10 

B. Second case: G = 0 

We then have G'=- ele2/mlnl2' Za=-l, Zb =-(eim2 
+ e~ml)/ ele2M, 4ks - 2k4 + k5 = t and thus 

0* - le~e2 [w/Il n (54) 
- 2c a(l - e2) , 

where ele2 < 0 because the orbit must be bound. Equa­
tion (54) is the two-body generalization of the "one­
body" Sommerfeldl1 result and reduces to the Sommer­
feld result under the large mass approximation 
nl2» nil' 

C. Third case: e l = 0 

We then have G' = G, Za = 0, Zb = eVGm2M, 
4ks - 2k4 + k5 = 3 - eV2Gm2M and thus 

0* - (3GM - eV2m2) w n 
- c2a(1- e2) • 

B.M. Barker and R.F. O'Connell 
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We also have a similar result for the case e2 = O. 

D. F04rth case: ei = ± (-1) iG I 12mi or ei = 
± (-1)/(Gml m2)1 12 

In these cases both the Newtonian gravitational and 
electric forces are equal and attractive. We then have 
C'=2C, Za=- ±, Zb=±' 4k6 - 2k4 +k5=t and thus 

0*= 3CJI,tw n 
c2a(1 _ e2) • 

(56) 

The results of the first and fourth cases as given by 
Eqs. (53) and (56) are only superficially the same since 
C'lvI=W'-a3 [see Eq. (51)] is different in each of these 
two cases. 

E. Equations of motion with ei = ± G I 12mi or e, = 
± (Gm l m 2 )1/2 

Using anyone of these conditions of static balance 
which imply C'=O and C'Za=C'Zb=C, in Eq. (45) we 
obtain 

v=~[-%v2r+3(v'r)v], (57) 
c r 

IV. GENERALIZATION TO n BODIES 

which shows the acceleration V will be zero when v is 
zero. Equation (57) has a solution for a bound circular 
orbit with any velocity (v« c to be consistent with the 
post-Newtonian approximation) at r=3CJI,I/2c2. How­
ever, Eq. (57) being a post-Newtonian approximation is 
not valid for r of the order of ClvI/ c2 • 

Equation (57) is in a form similar to the equation of 
motion of a photon (neglecting spin effects) in the gravi­
tational field of the sun which can be written as 

• C1f10[ 2 ] V= 2? - 2c r+4(v 'r)v , 

which gives the well-known deflection angle of 

ep =4GfI1(i;/c2R, 

(57p) 

(58p) 

where 1110 is the mass of the sun and R is the distance 
of closest approach. Hence, the deflection angle for the 
similar problem with Eq. (57) would be 

e = 3C,'vI/ c2 R, (58) 

with the conditions that R »CM/ c2 and v« c. 

The post-Newtonian n-body Lagrangian with electric charge has also been given by Bazanski. 16 The n-body gen­
eralization of the two- body coordinate transformation of Eqs. (3) and (4) is 

n (CIIl' e.e.) r· B =r·-6 r·· a .:::...:.:..-.L_a '2' 
, 'j=l" 11 c2rij p mic rij , 

.;~ ; 

(59) 

where r ij = r i - rj and thus v ij = Vi - Vj' Transforming the Bazaiiski Lagrangian16 which is a function of riB and ViB 
into the new variables r i and Vi we obtain 

r ji • rjk 
rjirjk 

(60) 

where Mij =rni +rnj and Jlij=rnim/MijO To obtain the above Lagrangian in B-EIH-D coordinates (the particular 
form given by Bazaiiski16 ) one merely has to set Ci

K 
= Ci p = O. The above type of summation is not quite as compact 

as the form given by Bazaiiski16 but it does have the nice feature of avoiding permutations in the various combina­
tions so that there is much less summing to do. For example, for the case of n = 3 there are only three i, j com­
binations in the double sum and one i,j, k combination in the triple sum. In the triple sum the terms proportional 
to C2mln?2m3 agree with the field theory result of Hiida and Okamura! [see their Eqs. (3.3), (3.8), and (3.18)]. The 
velocity dependent terms in Eq. (60) are combined in the manner of Khan and O'Connell5 while the velocity depen­
dent terms in Eq. (1) are combined in the manner of Landau and Lifshitz. 6 
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A. Condition of static balance 

The generalization of Eq. (40) to n bodies is 

ej=±GI/2mi, i=l, ••• ,n. (61) 

Note that Eq. (44) cannot be generalized to n bodies. 
Using Eq. (61) in Eq. (60) we obtain 

L (ek = ± Gil 2mk , all k) 

We also have 

F j = Pi' (63) 

where 

F = ~ and P j ;;; aL . (64) 
j - ar

j 
aV

j 

In the case where all the velocities are equal (VI =V2 
= 0 ° o=Vn) we have 

F j (ek=±G1/2mk, all k; V1=v2=oo'=Vn)=0, (65) 

and thus the n bodies will move with constant velocity. 
A similar argument for the two-body problem (with 
Ci c = Ci p = 0) has been given by Khan and O'Connell. 5 

DasH has shown that a(r)=±G1/2p(r) [where a(r) is 
charge density and per) is mass density] leads to the 
exact static solutions of Weyl, 18 Curzon,19 Majumdar, 20 
and Papapetrou. 21 We conclude that the static solution 
of Eq. (61) is exact to all orders. We do not know 
whether or not the static solution of Eq. (44) is exact 
beyond the post-Newtonian approximation. For exact 
stationary solutions see Refs. 22 and 23 and for exact 
solutions with magnetic charge see Refs. 24 and 25. 

V. CONCLUSION 

starting with the Bazanski post-Newtonian two body 
Lagrangian, we have shown that it is possible to con­
struct a coordinate transformation (before going to 
center-of- mass coordinates) containing two arbitrary 
parameters Cic and Ci p in such a manner as to produce 
a Hamiltonian consistent with that derived from quantum 
field theory and containing the same arbitrary param­
eters. In particular, we have introduced the new param­
eter xp in the photon propagator which is treated in the 
same manner as the graviton propagator?,8 with x" 
Thus, the electromagnetic and gravitational aspects of 
this paper are treated symmetrically. We have also 
generalized the above results to n bodies. 

The condition for static balance,5 ei =± G1/2mi has 
been examined and found to hold for the Reissner­
Nordstr6m "one-body" problem and also for the post­
Newtonian n-body problem. We also know that this 
solution is exact to all orders. For the post-Newtonian 
two-body problem an alternate condition for static 
balance ej =± (Gmlm2)1/2 has been found. We do not 
know if this condition is exact beyond the post-Newtonian 
approximation. It would be interesting to check this con­
ditions in the post-past-Newtonian two-body problem. 
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We have found the precession of the perihelion for the 
post-Newtonian two-body problem with charge and have 
looked at four special cases: The first case agrees with 
the result of RobertsonlO and the large-mass approxi­
mation of the second case agrees with the result of 
Sommerfeld. 11 

We have also looked at the post-Newtonian two-body 
equations of motion, where the condition of static 
balance has been used, and found a solution mathema­
tically similar to the well-known one for the gravita­
tional deflection of light by the sun. 
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APPENDIX 

When we first sought to find the correct form of 
Eqs. (3) and (4) we knew from previous work?,8 that 
Eq. (5) had to be in the form 

_ ~ GAl e1i2) rB-r l-Qg~+Qp . 
C r /lC r 

We first tried the transformations 

riB = r 1 (1- Q GM + Q _el~2) 
~ If err p /lC r 

(5 ) 

(3a) 

(4a) 

which are consistent with Eq. (5). However, besides 
being inconsistent with the field theory results (see 
Sec. I, part B), the Bazallski Lagrangian in these new 
coordinates r 1, r 2 , VI' v2 had a peculiar form which 
could not be expressed as a function of VI' v2, and r. 
If we now were to change to a new coordinate system 
where r = r 1 - r 2 , r CM = !/lrl + !/2r2 with !/1 +!/2 = 1 
(r1 =rCM + !/2 r , r 2 =rCM - !/tr in inverse form) the 
Lagrangian L(r, v;r CM , VCM) would not be cyclic for 
the coordinate rCM' The corresponding momentum 
relations are P= !/2Pl - !/lP2, P CM = PI + P2 (PI = !/lPCM 

+ P, P2 = !/2PCM - P in inverse form). Since this particu­
lar Lagrangian contains the coordinate r CM, its canoni­
cal momentum PCM does not satisfy the relation PCM = 0. 
However, PCM does satisfy the relation 

P• _ (G:11 C1i2) (v' r) 
CM - a ~ - Q --,-- P 

If C r P /lC r 'r CM, 
(AI) 

so that we can still introduce center-of-mass coordi­
nates where Pc AI = o. 

We next tried the transformations 

riB =r1- ir (a .. Tr - (Yp ;~~r) , (3b) 

r2B = r 2 + ir (a Si!Y!- - a el~2) 
~ g c'r P Me r ' 

(4b) 
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which are again consistent with Eq. (5). While the 
Lagrangian resulting from these transformations could 
be expressed as a function of v1, v2, and r, it was, 
nevertheless, inconsistent with the field theory results. 

The correct transformations, Eqs. (3) and (4), which 
are consistent with Eq. (5), were next tried. The 
Lagrangian resulting from these transformations can 
be expressed as a function of v1, v2, and r and is 
consistent with the field theory results. 
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On the bulk distribution functions and fluctuation 
theoremsa) 

Robert M. Zift 

Los Alamos Scientific Laboratory, Los Alamos, New Mexico 87545 
(Received II April 1977) 

A new integral relation linking the bulk distribution functions of a one phase fluid is given. It is related to 
the Omstein-Zemike compressibility formula, which is also discussed and generalized. In addition, an 
expression is found for the probability that a region of volume V in an infinite system of given density and 
temperature contains exactly N particles. This enables the fluctuation--{;ompressibility relation and its 
generalization to be calculated, without the use of the grand canonical ensemble. 

I. INTRODUCTION 

This paper is concerned with some general properties 
of the bulk distribution functions ns(r1 '" rs) =ns(r1 ... rs; 
p, T), especially their interrelation and their connection 
with the compressibility and also the local fluctuations 
in the density. These functions give the probability den­
sity that any s particles are at positions r1 ... r 5, in an 
infinite (bulk) system in equilibrium at a given temper­
ature T and average number density p. Assuming that 
the system is unordered (fluid) and homogeneous so that 
there is no separation of phases, it is well known that 
there are certain formal relations between the Il s. 1 
First of all there is the so-called product property, 
which states that if the 8 particles are divided into two 
groups (say r1 ... r t and rt+1 ... r s) that are separated 
infinitely far from each other, then Ils becomes exactly 
the product of the distribution functions of the two 
groups: 

Especially removing one particle infinitely far from 
the rest causes ns to become 

since 1/1 (r) = p. This gives therefore a procedure to find 
ns-l knowing ns. Secondly there are the so-called fluc­
tuation theorems. These refer to the cluster (or ir­
reducible) distribution functions Xs(r1 ... rs) which are 
defined in terms of the Ils according to the Ursell 
development: 

n1(r1) =X1(r1), 

n2(r1 r 2) = X2(r1 r2) + Xl (r1)X1 (r2), 

n3 (r1 r2 r 3) = X3(r1 r 2r 3) + X2(r1 r 2)X1 (r3) + X2(r2r 3)X1 (r1) 

+ X2(r3r1)Xt (r2) + Xl (r1)X1 (r2)X1 (r3)' etc. 

(3) 

The product property for the n, implies that the Xs 
vanish when the particles are divided into two or more 
groups that are separated infinitely far from each 
other-the so- called cluster property. Thus the integral 
of Xs over all space and all but one particle exists, 2 and 
according to the fluctuation theorems is assigned the 

alWork performed under the auspices of the U. S.E. R.D.A. 
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following thermodynamic meaning: 

f dr2" .jdr;Xs(r1 ... r,) =[ Iil (kTp~- n)] p{p, T). 
n=1 \' 0/) 

(4) 

It evidently depends upon the isothermal compressibility 
(ap/aplr/p and its higher derivatives. When ,<;=2, this 
is the Ornstein-Zernike compressibility formula; the 
above generalization to all s is due to Hemmer. 3 

Now, (4) implies a constraint on the interrelation of 
the Xs. but only indirectly. It has commonly been be­
lieved that no direct integral relation exists between 
the s-particle functions and the (8 - l)-particle ones, 
as there is in the case of a finite system. However, this 
is not so, since, as will be shown, the Xs satisfy 

(kTP a~ - s) XS(r1 ... rs) = jXS+1(r1 .. , r S+1) drs+b (5) 

where xs is also a function of Jl and T. This appears to 
be a new result, although it turns out that it is related 
to a formula given by Lebowitz and Percus 4 that inter­
relates the distribution functions of a finite grand cano­
nical system. When extended to the bulk limit their for-· 
mula implies that the Ii, satisfy 

( kTP-l-- s\ 11,,(rl'" r 5 ) 
e/) J 

= jfiis+1 (r1 ... r 5+1) - Ii s(r1 ... r 5 )Ji1 (r, ... tl~ dr s+l . (6) 

For s = 1 this is identical to (5), and for s - 1 they can 
be shown to be equivalent, using (3). Note that iterating 
(5) (8 - 1) times gives (4), since X1(r1) =(J. 

Thus the pressure dependence of X" is directly related 
to the integral of Xs+1' Note that if Xs is known (in an in­
terval of the pressure) but not X.5+b then this puts a con­
straint on the latter (and the succeding xs) that is more 
stringent than does (4). The cluster property gives ab­
solutely no information about XS+l from the Xl .. , Xs 
(except, of course, that it must satisfy the cluster prop­
erty itself). 

Additional comments on (5) will be given at the end 
of the paper. In the following sections it will be proven 
in two ways. First it will be shown that (5) can be veri­
fied directly using the known fugacity expansion of the 
Xs. However, such expansions are only believed to be 
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valid for low density (gaseous) systems, while it seems 
that (4) and (5) should apply to liquids as well. In the 
third section a derivation of (5) will be given which does 
not make use of these expansions, but requires the in­
troduction of the grand canonical ensemble, following 
the usual derivation of (4). But, to derive (5) and (4) 
this way, a step must be made that involves the inter­
change of the order of two limiting processes, and, un­
til it can be justified, this proof is not complete either. 
Thus the proper derivation of (4)- (6) for a liquid re­
mains an open problem. 

The relation (4) for s = 2, 

fX2(rb r2)dr2 = kTp (~~)T -p, (7) 

is actually a combination of the fluctuation-correlation 
relation (due to Ornstein and Zernike)3 

(8) 

(for V - 00), and the fluctuation- compressibility relation 

(9) 

which is a basic thermodynamic result that goes back 
to Gibbs. 5 Here (N) and (Nl) are the average and mean 
square average of the number of particles in a region 
of volume V that is part of an infinite (bulk) system. In 
the fourth section a direct derivation of both these rela­
tions will be given, without invoking the grand canonical 
ensemble, and will be generalized to all moments of the 
density distribution. For this calculation the following 
interesting expression for the probability that the re­
gion contains exactly N particles will be deriver!: 

P(N, V)-;! [(a~~r exP{(V/kT)[P(UZ)-P(Z)]}J.=o' 

(10) 

where Z is the fugacity (or activity) defined in terms of 
the chemical potential fJ by 

z = A3 exp(fJ/kT) (11) 

and A is the thermal wavelength A2 =- 2rrlf'/mkT. It is a 
generalization to all N of the expression for P(O, V) 
found by Green, and Kac and Luttinger. 6 More aspects 
of this formula will be discussed in that section. 

II. FIRST PROOF OF (5) 

Equation (5) can be verified directly using the follow­
ing expression (fugacity expansion) of the bulk Xs 7: 

~ I 

Xs(r1 ... rs) =6 -(I Z )' fdr"'l .. jdrl U(r1 ... rl), 
I=s - S • 

(12) 

where U(r1 ... rl) are the Ursell functions which are 
defined in terms of the I-body interaction ¢(r1 ... rl) as 
follows: First define 

(13) 
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for a classical system, and 

(14) 

(the "Slater sum") for a quantum one, for 1= 1, 2, 3, .... 
The U(r1 ... rl) are the cluster functions of these, de­
fined as in (3): 

W(r1) = U(r1), W(r1rZ) = U(r1rZ) + U(r1)U(rZ), etc. 

(15) 

These are the same U's that appear in the fugacity (or 
cluster) expansions of the thermodynamic functions. In 
particular the pressure and density are given by 

p ~ I 

kT =~ bIz, 
1=1 

where 

b!=b!(T)=-I~ jdrz" ·fdr! U(r1··· r !) 

(15a) 

(15b) 

(16) 

are the so-called cluster integrals. Note that (15b) is 
identical to (12) for s = 1. Now, from (12) one can verify 
that 

(z d~ - s) XS(r1 ... rs) =/ XS+1 (r1 ... r S+1) dr s+l (17) 

and since it follows from (11) that 

d d d 
z-=kT-=kTp-

dz dfJ dp 
(18) 

(at constant T), then (17) is identical to (5). Then also 
(4) follows by iteration. 

The problem with the above proof, as mentioned 
earlier, is that the fugacity expansions are only valid 
for a low density system. Also, it seems unnecessary 
that explicit use must be made of the molecular inter­
action ¢. The following proof suffers neither of these 
obj ections (but has limitations of its own). It also has the 
virtue that the result is deductively derived rather than 
just verified. 

III. SECOND PROOF OF (5) 

This proof begins by considering a finite system. For 
such a system of N particles in a volume V in thermal 
equilibrium with a heat reservoir at temperature T, the 
spatial configuration of the particles is described by 
the canonical distribution function n C

'" (r1 ... rN) 
= n Can(r1 ... rN; N, V, T). 8 It is proportional to W(rl ... rN) 
of (13) or (14), being normalized to unity as follows: 

The probability density that any s particles are at 
rl ... rs is given by 

Robert M. Ziff 

(19) 

(20) 
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when V - 00 with N IV = p, these become the bulk func­
tions lis mentioned in the introduction. It follows that 
the TI;'" are normalized according to 

(21) 

and interrelated by 

(22) 

It is an expression of this type that is desired for the 
bulk functions. However, (22) does not lead to any use­
ful expression when N - 00 (with N = P V) as both sides 
diverge. 

The distribution functions in the grand canonical en­
semble (which allows for particles to exchange between 
V and the reservoir) are related to the canonical ones 
by 

-'.."'.. ZN Z(N) can ( . N V T) 
=!...J Z"'"( ) TIs rl'" r" , , , 
N~O Z 

(23) 

where Z(N) = Z(N, V, T) is the canonical partition func­
tion (XX 3N

), and 

zgr(z) = Z"'"(z, V, T) '" E ZN Z(N) 
N=-O 

is the grand partition function. From (21) and (22) it 
follows that the 1I'f are normalized according to 

Iv drl ... Iv drsll~r(rl ... rs) 

_~ N! zNZ(Nl 
- N=O (N - s)! Zgr(z) 

( 
N'1 )gr 

'" (N"_'s)! ' 

and interrelated by 

(24) 

(25) 

(z :!z + (Iy,/r - s) n~r(rl ... rs) = .£ n~l (r1 ... r s+l) drs+l' 

(26) 

First note that the fluctuation theorem (4) can be de­
rived from (25). One can write 

(Nl~!S) !) "'" = «N - s + I)(N - s + 2) ... (N - I)Nlr 

= Z~ [ ( z d: - S + 1) (z :!z - s + 2) ... 
x (Z~-l) z.!£] zgr, 

dz dz 
(27) 

and this implies that 

j drl .. ·1 drSx~r(r1 ... rs) 

=[(Z~-S+l)'" (z ~-l)Z~J logZgr, dz d". dz 
(28) 

where x'f are the cluster functions of the n'f, defined 
analogous to (3). That (28) follows from (25) and (27) 
can be verified directly for small s; a general proof is 
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given in the Appendix. Since 

logZgr - p V IkT 

and 

z - ).,3 exp(iJ.lkT) 

(29) 

(30) 

as V - 00 with (N)"'" IV = p, where p and iJ. are respec­
tively the pressure and chemical potential of a bulk 
system of density P and temperature T, and assuming 
that 

Iv dr1 ... Jv drs X'f(r1 ... rs) - V J dr2" . J drs Xs(rl' .. rs) 

(31) 

as V - 00, then (4) follows from (28), using also the ther­
modynamic identity (18). On the right-hand side of (31), 
the integrals are over all space, and the bulk functions 
Xs are given by x'f in the limit V - 00 with (N)"'" IV = p. 

Similarly (5) can be derived from (26). Introducing 
the X~r, (26) implies that 

as can be verified directly for small s. 9 Here there is 
no explicit appearance of the (N)"'", and both sides re­
main finite when V - 00. Assuming that as V - 00, 

(33) 

and again using (18), then (5) follows. 

The two assumptions made in (31) and (33) involve 
an interchange of the order of two limiting processes, 
namely the extension of the integral to cover all space, 
and the replacement of x'f by Xs. If the validity of this 
step could be proven then this proof would be complete. 
Note, however, that if the same interchange were ap­
plied to the canonical distribution functions, then the 
results would differ! For in that ensemble one has, 
from (21) and (22), 

(34) 

and 

- sX~aJl(rl ... r s) = (x~(r1 ... r s+l) dr 8+1, (35) 

and when V - cO [interchanging the order of the limits 
analogous to (31) and (33)], then (4) and (5) do not fol­
low. 10 In particular the a/ap terms are lacking. From 
the previous proof it seems that (4) and (5) must be 
correct, at least in certain circumstances, for which 
the above interchange must be valid in the grand cano­
nical ensemble but not in the canonical one. Why this 
should be so is an intriguing (and apparently unanswered) 
question. 11 

The emphasis here has been on the introduction of 
the cluster functions Xs. In fact this is not necessary. 
As has been shown by Lebowitz and Percus, 4 (26) can 
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be rewritten in the form 

(z d~ - s) nf(rl ... rs) 

= ;:[n~~l(rl" .rs+l)-nf(rl·· ·rs)nf(rs+l)]drs+l (36) 

since the integral over V of nf is just (N)gr. Clearly 
both sides remain finite when V - 00, and this leads one 
to propose (6) for a bulk system. However, once again 
one must interchange two limits, and again doing the 
same in the canonical ensemble gives a different result. 
Of course, (6) is formally equivalent to (5). The virtue 
of (6) is that it applies directly to the ns, without in­
voking the XS' 

IV. FLUCTUATIONS 

In this section the general relation between the cor­
relations (as expressed by X) and the fluctuations of 
density in a region of a bulk system will be explored. 
The result will be a generalization of (8) and (9). Again, 
if the grand canonical ensemble were used, then such 
relations would follow almost immediately from (25) or 
(28), but these relations would be in terms of the inte­
grals of the xf instead of XS' To avoid this difficulty, 
one can proceed as follows: 

For a system of M particles in a region of volume !1, 
described by the canonical ensemble, the probability 
that a subregion of volume V contains exactly N particles 
is given in terms of n Call and n;an by12 

(37) 

where lI(r) is unity when VEe V and zero otherwise. Note 
that for s = 0 (when N = 0), the" integral" must be taken 
to be unity. Let !1_ oo with M/!1=p; then one gets 

;,. (- l)S..N 1 1·:-peN, V) =0 ( N)INI drl'" dr.,n.(rl·" rs; p, T), 
s=N 8-. v v 

(38) 

which gives the probability that V contains N particles 
in a bulk (infinite) system of average denSity p. This 
can also be written 

1 [(a)N( ~ IS i peN, V) = I - 1 + E 1 £Irl ... 
N. at sol 8. v 

X r drSns(rl ... rs) ] ' 
} v t=-l 

(39) 
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and since the generating functions of the integrals of 
the integrals of the n. and those of the Xs are related by 
the general relation13 

=exp(£4 [drl'" [drsXS(r1 ···rS )) (40) 
s=l s. Jv Jv 

then peN, V) is also given by 

1 [( a ) N (~tS 1 peN, V)=, - exp ~I drl'" 
N, at s=l 5. v 

x Iv dr sXs(rl" ,rs))l=_l' (41) 

For the generating function of peN, V), (39) and (41) lead 
to the two equivalent expressions 

;., (~_l)S 1 Iv-= 1 + 2...; --,- drl ' , , drsns(rl ' '. rs) 
s=l S, v v 

From the first of these it follows that 

Iv drl . ,. Iv drSnS(rl . , 'rs) 

=[(~)S£ ~N peN, V)l 
a ~ N =0 'J !=l 

;. N! ( N! ) 
=~o(N-s)!P(N, V)= (N-s)! ' 

and from the second 

I drl ' , , Iv drsX.(rl . , 'rs) 

= [(--;) Slog E ~N peN, V)] , 
as N=O l=l 

(42a) 

(42b) 

(43) 

(44) 

The difference between these and the corresponding 
expressions in the grand canonical ensemble are strik­
ingly little, as is particularly evident when contrasting 
(43) with (25): To find the average of N!/(N - s)! in a 
region of volume V, one integrates the nf over V when 
the properties of that region are described by the grand 
canonical ensemble, and n. when it is a piece of an in­
finite system.) Thus the grand canonical system and the 
region of an infinite system are only asymptotically 
identical as V - 00, since only in that limit is nf identi-
cal to ns' 

For 5=1, (43) or (44) gives (N)=pV, since Xl(r) 
=nl(r)=p, For 8=2, they give 

"~drl Iv dr2 X2(rlr2) = (N2) - (N)2 - (N) = «ANi) - (N), (45) 

exactly for a region of volume V. As V - 00, 

Iv drl . , . Iv drs XS(rl ' .. r s) - V I drz . , • J drs Xs(rl ' , . r s) 

(46) 

[note in contrast to (31) it is Xs which appears on both 
sides], and so (8) follows. Then combining (8) with (7), 
the fluctuation-compressibility relation (9) follows. 
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The corresponding formulas for the integrals of the 
Xs for higher s are implied by (44), but there seems to 
be no simple means of expressing it. To find the gen­
eralized fluctuation-compressibility relation, one can 
proceed as follows: 

By virtue of the identity 

'" tSf f E-I dr2'" dr s Xs(r1··· r S) 
s=l S 

.c tS;' ZZ 

=.0-1 D-(l_ ),llb, 
s=1 s I =s S • 

-i 'b t Ilt
S 

- 1=1 Z I 5=1 S I (1 - s) I 

" 
=Ez l bl [(1+t)/-1] 

1=1 

= [p(z + tz) - p(z) l!kT (47) 

[where use has been made of (12), (15a) and (16)], Eqs. 
(41) and (46) imply that 

peN, V) - N~ [Ut r exp{( V /kT)[p(z + tz) - p(z)]} 1=_1 

= ;! [(a~r exp{(V/kT)[p(uz) - p(z)]} 1=0 (48) 

as V - 00, as has been stated in (10). Indeed, this ex­
actly agrees with the grand canonical ensemble since in 
the latter 

pgr(N, V)=z;;~~=N!~gr[(a~r zgr(uz)l=o, (49) 

and as V_oo, 10gZgr(z)-p(z)V/kT. Therefore, all of 
the following implications of (48) apply asymptotically 
to the grand canonical ensemble as well. 

For N = 0, (48) gives 

P(O, V) - exp(- p V /kT), (50) 

which is the result of Green, and Kac and Luttinger. 6 

The expression for the probability that there is one 
particle in V, 

P(l, V) -ze~t=ok~exp(-pV/kT) 

= bjz V exp(- p V /kT), (51) 

involves the first cluster integral b1 = 1. Likewise the 
probability for N = 2 involves b2 and can be written 

The generalization can be found from the generating 
function of (48), 

'" .0 ~Np(N, V) -exp{(V/kT)[P(~z) -p(z)]}, 
N=O 

(52) 

(53) 

from which it follows that the cumulants Qk of N! peN, V) / 
P(o, V), defined by 

P(O, V) + ~(1, V) + ~2P(2, V) .. . 

=P(O, V) exp(~Q1 + H2Q2 ... ) (54) 
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or 

1 +B ~ NIP(N, V) 
N=lN! P(O, V) 

(55) 

so that Q1=(51), Q2=(52), etc" are given by 

Q _[(~)kP(~Z)V] =k.k' b zkV (56) 
k a ~ kT ~=O • k • 

Thus a physical interpretation has been given to the 
cluster integrals b, . 

The above formulas describe the behavior of peN, V) 
for small N and large V. Consider now the behavior 
about the mean number pV, which can itself be calcu­
lated from the generating function (53): 

(N) - [~d~ exP{(V /kT)[P( ~z) - p(z) J~l=l 

= ~~ (~~) =pV. 

In the same manner for the fluctuations one finds (9) 
directly. The generalization which also foll.ows from 
(53) is that the cumulants Ck of the (N"), defined by 

so that C1 = (N), C2 = (~> - (N)2, C3 = (~> - 3<~)(N) 
+ 2(N)3, etc., are given by 

(57) 

(58) 

(59) 

This relates directly the compressibility and its higher 
derivatives with the distribution of particles in V. 

F or an ideal gas, where p = pkT and z = p, (48) cor­
rectly predicts that peN, V) is given by the Poisson 
distribution 

peN, Vl= (liN! )(pV)N exp(- pV) (60) 

and (59) correctly gives that the cumulants Ck are all 
equal to Pt', Thus, (48) can be viewed as the corrections 
to the Poisson distribution for an interacting gas. The 
deviations are best described by using the relation (59) 
between the compressibility and the cumulants of the 
distribution. 

V. FURTHER REMARKS 

1. Again it should be emphasized that (4)-(6) have 
only been properly proven for a low density (gaseous) 
system. To complete the proof for a liquid, either the 
fugacity expansion of the Xs must be validated (or gen­
eralized) for that system, or, for the grand canonical 
proof, (33) must be justified. Likewise the derivation 
of the relations concerning the fluctuations and also the 
comments about the asymptotic equivalence of the grand 
canonical ensemble and open system in the fourth sec­
tion depended upon the fugacity expansions and there­
fore have only been proven for the low density system 
while it appears that they too should apply to a liquid as 
well. Note that the identity (47) can also be proven di­
rectly using (4), so that if (4) is valid for a liquid then 
the fluctuation theorems are valid too, and vice versa. 
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2. In a two phase region (first order transition) the 
relations cannot hold, since (ajap)T is infinite and the 
correlation integrals such as (8) are also infinite since 
Xs does not satisfy the cluster property (due to the sepa­
ration of the phases). 14 

3. For simplicity only the distribution functions have 
been considered, but in fact (5) can be generalized to 
the reduced phase space distribution functions 
Is(rl ... r s, P1 ... Psi for a classical system, and the re­
duced density matrices ps(r;' •• r~, rl" •• r~') for a quan­
tum system. The former are defined in terms of the 
complete distribution function by 

Is(r1 ... r s, P1 ... Psi = (N ~ts) t fo r s+1 ... jdrN 

x jdPS+1 ... jdPN I(rl ... rN, Pt ... PN), 

(61) 

and the latter are defined in terms of the complete den­
sity matrix by 

Nt 1 ;: 
(

AT )' drS+1 . . . drN 
H-S. v V 

(62) 

For the Is introduce the cluster functions as follows: 

(63) 

and let Xs represent the functions in the bulk limit. Then 
in the same way as for (5) one can show that they are 
interrelated by 

(kTP :P - s) XS(r1 ... r., Pt· .. Psi 

= jdrS+1 jdPS+1 XS+1(r1 ... rs+1, Pt· .. PS+1)' (64) 

Likewise define the cluster functions of the Ps as follows 

P1(r{, rn =X1(r{, r{'), 

P2(r{r;, rt"r;) = X2(r{r~, rt"rn + X1(r{, r{')X1(r~, r;l. etc. 

(65) 

Then the bulk functions Xs are interrelated by 

( a )- (' ,,, ") kTPap-s Xs rl' ··r.,r1 ···rs 

(66) 

For the ideal quantum mechanical gases (Bose and 
Fermi) the Xs(r{ ... r~, rr ... r;) can be found, and one 
can verify that the above relation holds, and conse­
quently that (4)-(6) also hold. Of course, for the Bose 
system this is just for the one phase region. 

4. For the condensed ideal Bose gas there are many 
peculiarities that relate to these formulas. 15 Since there 
is no separation of the phases, the Xs (calculated by 
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means of the canonical ensemble) satisfy the cluster 
property, yet they go to zero so slowly that their in­
tegrals do not exist. Thus both sides of (4) are infinite. 
On the other hand, the fluctuations in the density 
«(AN)2)/V2 [calculated by means of (45)] go to zero. The 
fluctuation-compressibility relation (9) therefore can­
not be true. Since the integrals of the Xs do not exist, 
the identity (47) cannot be used and therefore the en­
suing derivation of (9) is not valid. Furthermore, the 
asymptotic equivalence of the open subregion and the 
grand canonical ensemble is not anymore true, as the 
X~ and X~an do not become the same function Xs when 
v_co (for s:> 2)1 

5. The usual way that pgr(N, V) =zNZ(N, V)/zgr(z) is 
discussed for large V is by writing 

z _;\.3 exp[- /1(po)/kT], 

Z(N, V) - ;\.-3.'1 exp[- F(N, V)/kT], 

zor(z) - exp[P(po) V / kT], 

(67) 

where Po is the average density of particles in the re­
servoir and F is the Helmholtz free energy.16 Then also 
taking F-N/1(p)- Vp(p), where p=N/V, one finds 

pgr(N, V):::: exp[ - (V /kT){p[/1(p) - /1 (Po) J - p(p) + p(Pol} 1 
= exp[ - (V /H) r P [/1(p') - /1 (Po) 1 dp'] . Po 

= exp[- (lv/H) f/~: [P(p') - p(Po)] d(l;p') J. (68) 

Apparently this is not the same as (48), which can be de­
rived from pgr by the procedure indicated in (49). First 
of all (68) has to be normalized; but then it is still dif­
ferent. For example, for an ideal gas it does not quite 
give the Poisson distribution. The problem with (67) is 
that /1(Po) and p(Po) represent a finite grand canonical 
system, while F=N/1(p) - Vp(p) refers to a canonical 
system, and these p' sand /1' s are not the same func­
tions. However, they should be the same asymptotically, 
and in fact one can show that to leading order in V the 
logarithm of the generating function of (68) agrees with 
(53) and consequently the cumulants of the distribution 
(68) agree with (59) to leading order in V. 

6. Finally it should be noted that the Kirkwood super­
position approximation 

(69) 

introduced to" cut off" the hierarchy, does not in gen­
eral satisfy (5). 
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APPENDIX 

Proof of (28) ;17 First note that 

(AI) 

which can be proven by induction. The generating func­
tions of the integrals of the n'f and x'f are related by 

I+E- drl'" dr s nf(rl" .r.) .. t
S f f 

...." sl y y 

= exp{£ tSI [ drl . .. [drs Xf(rl ... r s)} (A2) 
s.l s Jy Jy 

[compare with (40)]. Therefore, (28) is equivalent to 
(25) and (27) if 

.. tS 
I ( d)S 

1 + ~ Sf zgr(z) ZS dz zgr(z) 

[ 
.. t

S 

(d)S ] = exp E Sf ZS dz log zgr(z) . (A3) 

But this is simply the identity 

zgr(z + tz) 
zgr(z) exp[logzgr (z + tz) - logZgr (z) ], (A4) 

assuming that zgr(z) is a continuous function of z be­
tween z and z + tz. 

ISee, for example, G. E. Uhlenbeck, P. C. Hemmer, and 
M.Kac, J. Math. Phys. 4, 229 (1963), especially p. 231. 

20f course, this assumes that lls - 0 fast enough. Normally 
the range of the correlations is expected to be similar to the 
interaction length, so there is no problem for short range 
forces. 

3P.C. Hemmer, Physica Norvegica 3, 9 (1968); L.S. 
Ornstein and F. Zernike, Proc. Akad. Sci. (Amsterdam) 17, 
793-806 (1914). See also Ref. 1. An expression essentially 
equivalent to (4) has been derived by D. J. Vezzetti, J. 
Math. Phys. 16, 31 (1975). 
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4J. L. Lebowitz and J. K. Percus, J. Math. Phys. 4, 116 
(1963), esp. p. 123. 

5The Collected Works oj J. Willard Gibbs (Yale U.p., New 
Haven, 1948), Vol. 2, pt. 1, p. 201. For other derivations of 
this formula, see H.A. Lorentz, Les theories statistiques en 
thermodynamique (Teubner, Leipzig, 1916), pp. 86-97; 
M. von Smoluchowski, Ann. Physik (Leipz.) 25, 205 (1908), 
and L.D. Landau and E. M. Lifshitz, Statistical Physics 
(Pergamon, London, 1959), pp. 350-55. 
6M. Kac and J. M. Lutttnger, J. Math. Phys. 14, 583 (1973); 
M. S. Green, "Some Applications of the Generating Functional 
of the Molecular Distribution Functions," in Lectures in The­
oretical Physics, edited by Brittin, Downs, and Downs (Inter­
sCience, New York, 1961), Vol. III, pp. 195-220 • 

7See G.E.Uhlenbeck and G. W. Ford, "The Theory of Linear 
Graphs and Applications to the Theory of Virial Development 
of the Properties of Gases," in Studies in Statistical Mechan­
ics (North-Holland, Amsterdam, 1962), p. 139, and also 
Lectures in Statistical Mechanics (Am. Math. Soc., Provi­
dence, R. I., 1963). It should be noted that for a finite system 
(12) holds exactly in the grand canonical ensemble (with Xs 
replaced by Xf' and the integrals restricted to V) but that in 
the canonical ensemble for finite V there is no Simple 
expreSSion. 

8See , for example, J. de Boer, Rep. Prog. Phys. 12, 305-74 
(1948), Chap. II. 

9A general proof that (32) follows from (26) can be made using 
the fugacity expansion of the Xf' (see Footnote 7), although the 
formal equality of (26) and (32) does not depend upon the exis­
tence of such an expansion. 

10Note that there is no doubt that for most systems X~ becomes 
Xs when V-oo, the same as found from Xf'. One exception is 
the condensed ideal Bose-Einstein gas, for s 2: 2 (see Sec. V). 

USee Hemmer, Ref. :~, and also Ref. 1, p. 234. 
12This has been given by Vezzetti, Ref. 3. See also R. M. Ziff, 

G.E. Uhlenbeck, and M. Kac, Phys. Rep. C. (to be pub­
lished), Sec. 2. A related development has also been given 
by Green, Ref. 6. 

13This is the so-called first theorem of Mayer and follows from 
the definition of Xs (3). See either article in Ref. 7; also Kac 
and Luttinger, Ref. 6, Eq. (1. 8). 

14Ref. 1, p. 239. 
15See Ziff, Uhlenbeck. and Kac, Ref. 12, Sec. 2. 
16See, for example, K. Huang, Statistical Mechanics (Wiley, 

New York, 1963), p. 172. Note that (68) appears in the paper 
of Smoluchowski, Ref. 5, p. 210. 

17Compare this with the arguments of Hemmer and Vezzetti, 
Ref. 3. 
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It is shown that Nelson's Markoff system is a Markov system of imprimitivity; and conversely, an ergodic 
Markov system of imprimitivity determines a Nelson's Markoff system. Markovian dynamics are also 
constructed on some Markov systems of imprimitivity. 

1. INTRODUCTION 

The constructive field theory has been highly devel­
oped in recent years. In particular, the probabilistic 
approach, after Nelson's work/ has been proved to be 
a powerful and fruitful way for Euclidean field theory. 

In fact, probabilistic methods in quantum theory and 
quantum field theory have been introduced by many 
people, e.g., Kac, Mackey, Segal, etc. Among them, 
Mackey's probabilistic ideas for quantum field theory 
are less known. Indeed, Mackey showed us to look at 
Euclidean covariant theory of quantum fields as a prob­
lem of finding a general ergodic action of the Euclidean 
group on a probability space with an invariant probabil­
ity measure.2 In contrast to the transitivity for a finite 
system, where the imprimitivity theorem3

,4 is applic­
able, he has advocated the metric transitivity (or ergo­
dicity as it is now commonly called) for an infinite sys­
tem. 

In the present paper, we shall investigate the relation 
between Mackey's scheme and Nelson's approach. 
Roughly speaking, we study Mackey's system of impri­
mitivity with Nelson's Markoff property, called the 
Markov system of imprimitivity. It turns out that a Nel­
son's Markoff system is indeed a Markov system of im­
primitivity; and conversely, an ergodic Markov system 
of. imprimitivity determines a Nelson's Markoff system. 
In analogy with Nelson's program, we construct a Mar­
kovian dynamie on a Markov system of imprimitivity. 
For an ergodic system, even a self-adjoint contraction 
semigroup ean be established. 

This paper is organized as follows. In Sec. 2 we first 
recall some notions on Borel spaces, and then define a 
Markov system of imprimitivity. We give an abstrae­
tion of Nelson's Markoff system in Sec. 3, and show its 
relation with the Markov system of imprimitivity (Pro­
positions 3.1 and 3.3). In Sec. 4, we construct a Mar­
kovian dynamic on an arbitrary Markovian system of 
imprimitivity (Theorem 4.1). We show some proper­
ties of an ergodic Markov system of imprimitivity in 
Sec. 5. Finally, in Sec. 6, for an ergodic system, we 
construet a Markov process, similar to Euclidean field 
theory; the associated semigroup is self-adjoint and 
contraction (Theorem 6.2). We also show in this section 
the equivalenee of Markoff property and the boundary 
positivity for an ergodic Markov system of imprimitiv­
ity (Theorem 6.1). 

,,1Dedicated to Professor Gunther Ludwig for the occasion 
of his 60th birthday. 

hl Present address: Dept. de Matematica, Pontificia 
Llniversidade Catolica, Rio de Janeiro ZC-20, Un?il. 
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2. MARKOV SYSTEM OF IMPRIMITIVITY 

We begin with some notions on Borel spaces. For de­
tails we refer to Varadarajan's book.s 

By a Borel space, we mean a pair (S,:0) of a set 5 and 
a Borel structure :0, which is a a-algebra of subsets of 
5. The elements of :0 are called Borel sets. We shall 
also refer to 5 itself as a Borel space. 

Given two Borel spaces (S1) :01) and (S2' :02), map / of 
51 into 52 is a Borel map if /"1(:02 ) c :01, If / is bijective 
andj"1(:0z)=L:1> then/iS a Borel isomorphism; (51):0 1 ) 

and (52' :02 ) are Borel isomorphic. In particular, if 51 
= 52' then an isomorphism / is called an automorphis 111 • 

A Borel space is standard if it is isomorphic with the 
subspace associated with a Borel subset of some com­
plete separable metric space. 

Suppose that G is a group which is at the same time a 
Borel space. G is a Borel group if the map (gl>g2) 
- g1g;1 of G x G into G is Borel. G is a standard Borel 
group if G is a standard Borel group. A separable local­
ly compact group is a standard Borel group.s 

Given a Borel space 5 and a separable locally compact 
group G, 5 is a G- space if for each gE G, there exists 
a Borel automorphism {3g of 5, such that, if we write 
f3/ s )=[sJg; 

(i) [s]e = 8 for s E 5; here e is the identity of G. 

(ii) [8 jgIg2 =[[s Jgl)g2 for all s ,-=: 5 and all gl ,g2 E G. 5 is 
a Borel G- space if the map (s ,g) - [s jg of 5 x G into 5 is 
Borel. 

Suppose (5,;:;) is a standard Borel space. A p rOjectioll 
rallied measure on 5 is a mapping P ; A - P", of the Borel 
subsets A E L: into the projections on some separable 
Hilbert space H(P) such that 

(i) P ""f1"'2 =P "'IP "'2 for all A" A2 'c :0, 

(ii) Ps=I, P", =0, 

whenever A =U7.,A j 

with AI mutUally disjoint. 

Two projection valued measures P and Q are equivalent 
if there exists a unitary map W· of H(P) onto H(Q) such 
that WP t:. W-1 = Q A for all A (C L:. For each P, there is an 
element ~ (~ H(P) such that P '" ~ = 0 if and oul y if P", = O. 
Thus, the measure A - (P '" ~, ~) has exactly the null sets 
as the sets A for which P", = O. Therefore, every P has 
associated with it a unique measure class, which will 
be called the measure class 0/ P and will be denoted by 
CPo 
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Given a separable locally compact group G, let U:g 

- Ug be a strongly continuous unitary representation of 
G on a Hilbert space H(U). We note that for the homo­
morphism g- Ug to be strongly continuous it is suffic­
ient to show that g-( Ug~, 1/) are measurable on G for all 
~,1/E H(U). 

Let S be a standard Borel space. We relate G and S 
by assuming that S is a Borel G-\space. A system of im­
primitivity on a separable Hilbert space H is a pair (P, 
U), consisting of a projection valued measure P on the 
class of Borel subsets of S with H(P) =H, and a strong­
ly continuous representation U of G with H(U) =H, such 
that the relations 

(2.1) 

are satisfied for all gE G and all A E ~. (S,~) is called 
the base for the system of imprimitivity. 

The measure class cP of P is called the measure 

class of the system. If P,,- =0, then p["-Jg=Ug-IPAU~~l=O 
for all gE G. Hence the measure class cP of the system 
is invariant under the action of G on S. 

Two systems of imprimitivity (P, U) acting onH and 
(PI, U') acting on H' based on the same G- space S are 
equivalent, if there exists a unitary isomorphism W of 
H onto H' such that 

U;=WUgW-l and P~=WPAW-l 

for all gE G and all AE~. 

Let X be a topological space, J a family of closed sub­
sets of X containing X. We shall use a pair (X, J) to 
denote a topological space. A Borel space (S,~) is in­
dexed by (X,J), if the Borel structure ~ is indexed by 
J in the following sense: For each A E J there is 
~ A e ~ such that, (a) for AI' A2 E J, Al e A2 implies 
~Al e~"2' and (b) ~x=~' A system of imprimitivity 
(P, U) on H is indexed by a topological space (X, J), if 
its base (S, ~) is indexed by (X, J) . 

Let AE J, we define MA ={P,,-;AE ~A}'" which is an 
Abelian von Neumann algebra on H. 

Notice that M=Mx , and MA eM. Let EA be the condit­
ional expectation from M onto M A, Le., EA is a faithful 
normal projection of norm 1 from M onto M A • 

For each A E ], the complement (resp. the closure, 
the boundary) of A is denoted by A C (resp. A, a A). 

A Markov system of imprimitivity (P, U) acting on H 
is a system of imprimitivity indexed by a topological 
space (X, J) such that to each A E J 

E;:c(P,,-) = EaA(PA) (2.2) 

V AE ~A; here P"-EM,,. (2.2) is the Markov property of 
the system.l This is the property which enables the 
system to have Markovian behavior. 

3. MARKOV SYSTEM OF IMPRIMITIVITY AND 
NELSON'S MARKOFF SYSTEM 

In this section, we shall study a close connection be­
tween the Markov system of imprimitivity (MSI) defined 
in Sec. 2 and Nelson's Markoff system (NMS) in the con-
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structive field theory.l First, we give an abstraction of 
NMS in the context of standard Borel spaces. 

By a measure on a Borel space we mean a nonnegative 
set function which is countably additive on its Borel 
structure, and + 00 is an allowed value. As usual, the 
finiteness and a-finiteness of a measure on a Borel 
space can also be defined. The notions of measurable 
sets and measurable functions can also be defined in an 
ordinary way. 

A measure J.l. on (S,~) is a probability measure, if 
J.l. (S) = 1. A probability space is denoted by (S, ~ , J.l.) 
where (S,~) can be a Borel space, standard Borel 
space, G-ispace, etc. By random variables we mean 
complex valued Borel functions defined on (S, ~). The 
set of all bounded Borel functions on (S,~) will be de­
noted by B (~), which is in fact the set of all bounded 
~-measureable functions for J.l.-almost everywhere. 
Similarly, for ~l e ~, B(~l) is the set of all bounded 
~l-measurable functions. 

Given a separable locally compact group G and a Bor­
el G-space (S, ~), let J.l. be a G-invariant probability 
measure on (S,~), Le., J.l.(J3g (fl» = J.l.([A]g) = J.l.(A) for all 
AE ~ and gE G, which means that {3g is a measure pre­
serving Borel automorphism of S. In the probability 
space (S,~, Il), if (S,~) is indexed by a topological space 
(X, J), then for each cP E B (~) there is a unique condi­
tional expectation E" (cp) in B (~,.) for a A E J such that 
fSE" (cp)1jJd W= f s CP1jJd ll for all positive 1jJ in B(~A)' A Nel­
son's Markoff system (NMS) based on (S,~, Il) is a pair 
(cp, J3), consisting of a Borel function cP in B (~) and a re­
presentation {3 of G by a measure preserving Borel auto­
morphism J3g (gE G) of Borel G-space S, indexed by (X, 
J), such that 

(cp o,Bg)(s) = cp~s]g) 

for all s E Sand gE G, and 

E;:c(cp) =EaA (cp) 

(3.1) 

(3.2) 

for all CPE B(~A); here AC and aA are defined in Sec. 2. 

In Nelson's original formulation, S is the Sobolev 
space H-l\Rd) or [)(R d

), and (X, ]) = (R d , ]).1.6 

The following results show the relation between a MSI 
and a NMS. 

Proposition 3.1: Each NMS determines a MSI. 

Proof: Let (cp,m be a NMS based on (S,~, Il). For 
each cpEL2(S,~,J.l.), we define P,,-CP=X,,-Cp, wherex,,- is 
the characteristic function of fl. Then P,,- is a projection 
onL2(S,~,Il). ForAE~A' X,,-is~A-measurable, so is 
Pt:.. Therefore, by (3.2) we have for all AE ~A 

E;:a(P A) =Ea" (P A), 

which is (2.2); here E" is the restriction of EA on M" 
={x,,-;flE ~JJ". 

Moreover, we define (Ugcp)(s)=(cpo{3g)(s)=cp([s]g) for 
all cp E L 2(S, ~, Il), gE G. By routine calculation, Ug1g2 
= Ugl Ug2 ' Ue = 1, and it is also easy to check that 

UgP ,,-U;1 =P[AJg-l 

holds for gE G, AE~. This is exactly (2.1). 
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By the definition of NMS, J.I. is G-/invariant, hence UI! 
is unitary. As S is a Borel G-space, for <P l , <P2 E £2(S, 
L,J.I.), the map (g,s)-<Pl ([S]g)<p 2(s)* is Borel on GXS, 
hence the map 

g - (U g<pu <P2) = Js <Pl ([s Jg)<P2(S )*d J.I.(s) 

is Borel on G. Thus, U is a strongly continuous repre­
sentation of G on £2(S,L, J.I.). Therefore, (P,U) is a sys­
tem of imprimitivity acting on L2(S, L, M) and satisfying 
Markov property (2.2), i.e., (P, U) is a MSI. 

In order to show the converse of Proposition 3.1, we 
need an additional notion on a system of imprimitivity. 

Let (P, U) be a system of imprimitivity acting on H 
with the base (S,L). A vector QE H is said to be cyclic 
for P if {p I).Q; ~ E L} is dense in H. For a system of im­
primitivity (P, U) with a cyclic vector, we have the fol­
lowing lemma. 

Lemma 3.2: If there is a cyclic vector of P, then 
{p 1).; ~ E L}" is equivalent to L "(S, L, v) for some v in the 
measure class Cp

• 

Proof: Since there is a cyclic vector for P, (P, U) is 
equivalent to a system of imprimitivity (P' ,U') acting on 
H' =L2(S,L, v) for some VE CP[Ref. 5, Theorem 9.11]. 
Hence, P is equivalent to P', P~<P=XI).<P for <pEL2(S,L, 
v); here XI). is a characteristic function for the Borel set 
~E L (modulo v-null sets). Thus, each PI). for ~E Lis 
equivalent to a characteristic function XI). on L2(S, L, v). 
But, each projection in L "(S, L, v) is corresponding to a 
characteristic function for some Borel set (modulo null 
sets) in L. Therefore, PI). for ~ E L, is equivalent to a 
projection in L "'(S, L, v). As L "(S, L, v) is generated by 
all its proj ections, we have, consequently, {PI).; ~ E L}" 
is equivalent to L"'(S,L,v). 

We note that for an ergodic system there is always a 
cyclic vector for P (see Sec. 6). 

Furthermore, a similar result can also be obtained if 
{PI).; ~ E L (modulo v-null sets)} is full on probability 
space (S, L, v) in the sense that L (modulo v-null sets) is 
the smallest a-algebra with respect to which each PI). is 
measurable .6 

Proposition 3.3: Given a MSI (P, U) acting on H, if 
there is a cyclic vector for P, then (P, U) determines a 
NMS. 

Proof: Let M ={p 1).; ~ E L}" by the given assumption 
for P and Lemma 3.2. We may consider 

M=L"'(S,L,v) (3.3) 

for some probability measure v in CP
; indeed, v<.n(~) 

= (P I). ~,TJ) for ~, TJ E H, and ~ E L. 

For each <P E 8(L), we define a map 

(3.4) 

Then A" E L"(S, L, v). From (3.3), A<I> is a weak-limit 
point of {pl).j}(~jE L). Furthermore, EA is normal in the 
sense that EA(w-limPl).j)=w-limjEA(Pl).j)' Here w-lim 
means the weak-limit. Hence EA(A<t»=w-limjEA(Pl).j)' 
By Markov property of (P, U), we thus have 

EKC(A<t» = EaA(A <t» (3.5) 
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for allA<t>EMA={PI).;~E LA}"' 

Moreover, for <pE8(L) and ~,TJEH, 

(EA(Aq,H, TJ) = J <p(s)d(EA(PI).)~' TJ) 

= J <P(s)d(vt.n~LA)(s), (3.6) 

where v fLA denotes the restriction of v to LA' On the 
other hand, by (3.4), 

(AEA(q,)~, TJ) = J (EA <p)(s)d(vt,n~LA)(s); 

here EA(<p)E 8(LA) is the conditional expectation of 
rjJE B(L). But, from the definition of conditional expec­
tation, 

EA (<p) = dv <t>/d(v t.n ~ LA)' 

here v <t>(~) = JI). <pdvt,n for ~ E LA' Hence, 

(AEA(<t»~' TJ) = Jdv<t> = J <p(s)d(vt•n ~LA)(S) 

which is exactly (3.6). Therefore, we have shown 

EA (A<t» =ABA (<t» (3.7) 

for all <PE B(L). Furthermore, A<t>=O iff <p=O for v-al­
most everywhere. Thus, (3.5) implies 

EA"C( <p) = EaA (<p) 

for all <PE B(LA ), i.e., <p satisfies Markoff property 
(3.2). 

As (S, L) is a Borel G-Ispace, there is a Borel auto_ 
morphism {3g (gE G) of S, such that (<p o (3g)(s) = (Ug<P)(s) 
= <p1s]g) for all SES and <pE8(r.). 

Consequently, the pair (<p, f3) shown above is a NMS. 

4. MARKOVIAN DYNAMIC ON MSI (I) 

In analogy with Nelson's theory / we shall construct a 
Markovian dynamics on a given MSI. 

Given a MSI (P, U) on H indexed by (X, J), for a fixed 
closed subset AE J, let MA ={p 1).; ~ E LA}", M ={p 1).; ~ 
E L}") and let EA be the conditional expectation from M 
onto M A' Suppose that the time evolution of the system 
is given by a one-parameter group of automorphisms 
{O!t: tE R} of M. We denote by O!tPI). =p[I).Wl, and LAt 
the a-subalgebra of Borel sets [~]t-l for ~E L. Let MAt 
be the corresponding von Neumann algebra generated by 
P tJ. for ~ E LA t' and EA t the corresponding conditional 
expectation of Manto MAt' We define Y t PI).) for 0.,,; t < 00 

and P tJ. E AlaA , by 

(4.1) 

Theorem 4.1: Given a MSI (P, U) and Y t defined by 
(4.1), then {yt;t>-O} is a semigroup onMaA if LAseLA 
for s>- O. 

Proof: For s, t>- 0, ~ E LaA , we have 

YsYtPtJ. =EaAO!s[YtPI).] 

= EaA O!s [EaA O!t P tJ.] 

= EaA EaAs [O!s+t P tJ.] 

= EA"C[EaAs(O!s+t P tJ] 

Etang Chen 
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=E,\CE,\C[O!s+tP Al 
s 

= EiC [O!s+t PAl 
=EaA[O!s+tPAl 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

Here (4.2) and (4.3) are due to (4.1); (4.4) is from the 
covariance of MaA ; (4.5) and (4.6) hold by the hypotheses 
and Markov property (2.2); (4.7) is due to LiCcLAc' 
(4.8) is again from Markov property (2.2), and (4.91 
holds by (4.1). 

The assumption in Theorem 4.1 holds exactly in Nel­
son's theory; namely, let A ={(x, t) E Rd- l X R; t >-0 o}, A C 

={(x,t)ERd-lxR; t<O}, then8A=R d-
l , and AscA for 

s>-o O. 

Some other sufficient conditions for Y t to be a semi­
group have also been studied on noncommutative sys­
tems.7 

As a remark, we note that Y t defined in this way is a 
contraction semigroup, and it is strongly continuous if 
O!t is. However, the self-adjointness of Y t cannot be ob­
tained for an arbitrary MSI. Nevertheless, we shall 
show in Sec. 6, a self-adjoint semigroup can be estab­
lished for some special MSI. 

5. ERGODICITY OF MSI 

A system of imprimitivity (P, U) is G-ergodic if every 
G-invariant Borel subset of S is either a set of P mea­
sure zero or the complement of such a set. We say a 
MSI is G-ergodic if its system of imprimitivity is G-er­
godic. Hence, ergodic properties of a system of im­
primitivity can be carried over to a MSI. In particular, 
a characterization of ergodicity by Macky4 can be used 
to a MSI: 

Proposition 5.1: A MSI, (P,U), is notG-ergodic if and 
only if there exists a Borel subset t..o E L such that PAD 
is neither zero nor one, and PAD Ug = UgP AD for all gE G. 

For a given closed subset A of (X, J), let 11,1 A' E A be th 
the corresponding von Neumann algebra and conditional 
expectation from M onto MA as given before. We define 

VgPAV;l=EA(UgPAU;l) (5.1) 

for all t..E LA' 

Proposition 5.2; For aG-ergodic MSI, if VgPAV;l=PA 
for t.. E ~ A' then PAiS either zero or one. 

Proof: By assumption and (5.1), we have EA(UgPAU;/) 
=PA, which implies EA(P[AJg-l) =PA =EA(PA), since 
t.. E LA' Hence EA (P[Alg-l - P A) = 0 and P[Alg-l = P A (by the 
faithfulness of EA ). Thus, from Proposition 5.1, P A =0 
or I. 

A similar result for a R-ergodic NMS can also be 
found in Nelson's theory.6 The R-ergodicity in NMS is 
the property which yields the uniqueness of vacuum in 
quantum field theory. The significance of an ergodic 
action on a system with infinite degree of freedom has 
been always emphasized by Mackey.2 

As another application of Proposition 5.1, we show the 
preservation of G-ergodicity in a MSI. Similar to Sec. 

1835 J. Math. Phys., Vol. 18, No.9, September 1977 

4, the dynamic of a MSI, (P,U), is given bY{O!t;tER}a 
one-parameter group of automorphism of M. We assume 
that 

(5.2) 

for all t..E Z; and tE R, i.e., O!t is unitarily implemen­
table. Furthermore, we denote by (P t, U) a new MSI, 
where the measure class of P is translated by time t 
in the sense of (5.2). Moreover, we say a MSI (P, U) 
is dynamical invariant if V tUg = Ug V t for all gE G and 
tER. 

Proposition 5.3: Given a dynamical invariant MSI 
(P,U), if (P,U) is G-ergodic, so is (Pt,U) for all tER. 

Proof: Suppose (P t, U) is not G-ergodic, then by Prop­
osition 5.1, there is a .6. 0 E Z; such that 

(VtP AD Vi')Ug = UiV t P AD ViI) 

for all gE G and all tE R. By the hypothesis of dynam­
ical invariance, VtPAQUgV;l=VPgPAoV;l for all tER 
andallgE G. Hence, P t;,oUg = UgP t;,ofor allgE G. This is 
impossible by the G-lergodicity of (P, U). 

The dynamical invariance holds in some physical sys­
tems, e.g., quantum and classical lattice systemsB,9; 
in particular, one can show the existence of Markovian 
dynamics in these systems, and the Z-ergodicity of the 
systems is also preserved by this dynamic in both quan­
tum and classical systems. 

Moreover, under the assumption of dynamical invari­
ance, the preservation of G-ergodicity has also been 
proved in a Markovian subdynamical system induced 
from a quantum dynamical system.7 

6. MARKOVIAN DYNAMIC ON MSI (II) 

As we have mentioned in Sec. 4, it is impossible to 
construct a self-adjoint semigroup under the general 
setting of a MSI. We shall show in this section, howev­
er, that a more concrete Markov dynamic can be estab­
lished, if a MSI is G-ergodic. 

It is known, if a MSI (P, U) on H is G-ergodic, then P 
is the direct sum of k replicas (k = 00, 1,2, • 0 0) of some 
projection valued measures with a cyclic vector.4 For 
simplicity, we shall take only k = 1 for a G ergodic MSI 
in this section, i.e., H = L 2 (S, Z;, /1) for some /1 E CP , 

and PAis the characteristic function on H for a Borel 
set t.. (c.f. Lemma 3.2 and Proposition 3.3). 

For a fixed A E J, we shall construct a Markov pro­
cess acting on a subspace of [= H n B (Z; A)' 

Let the time evolution of MSI (P, U) be given in such 
a way that S is also a Borel R-space, i.e., t- f3 t (tE R) 
is a representation of R by Borel automorphism of the 
Borel R- space S. Suppose /1 is invariant under time 
evolution, the unitary operator induced by f3 t on H will 
be denoted by V t. 

Furthermore, we define a {)-involution on a MSI (p, U) 
based on (S, Z;) as follows: {) is an automorphism of S 
onto S such that 

(i) ~=1, 
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(ii) {}{3t = {3_t for tE R, and 

(iii) SE LA implies {}(S)E ~Ac. 

J.L is also assumed to be {}-invariant, and the correspond­
ing unitary operator on H will be denoted by {} again, 
i.e., for ¢EH, {}¢(s)=¢({}(s», and notice that {}Vt¢(s) 
= V_t¢({}(s». 

We are now able to show the equivalence of Markov 
property (3.2) and the boundary positivity on a MSI. 

Theorem 6.1: For all ¢ E [, the boundary positivity 

J{}¢.¢dJ.L=JI EaA¢1 2dJ.L 

holds if and only if 

E;:C(¢) =EaA (¢) 

and 

(6.1) 

(6.2) 

(6.3) 

Proof: We apply methods given by Nelsen and Heger­
feld.lO•

ll Suppose (6.2) and (6.3) hold, by the definition 
of 8-involution, we have for ¢ E B(L A ) implies ,9¢ 
E 8(~;:c). Thus, for ¢ E [ 

J ({}¢)¢ dJ.L = J ({)¢ )EAc(¢ )dJ.L 

= J({}¢)EaA(¢)dJ.L 

= J EaA ({}¢)EaA (¢)dJ.L 

= J[l:aA(;j;)][EaA(¢)]dJ.L 

=J IEaA(¢)1 2dJ.L?-0, 

which is the boundary positivity (6.1). 

[by (6.2)] 

[by (6.3)] 

Conversely, suppose (6.2) holds, then for ¢ E [ , 

(,'J¢, ¢) = (EaA ¢, EaA ¢) (6.4) 

where ( , ) is the inner product on H, EaA is the corre­
sponding projection of EaA on H with range H () 8(LaA ). 

Similarly, EA and E-;:c will also denote the correspond­
ing projectors with range C = H () 8 (~A) and H () B (~Ac)' 
respectively. 

From (6.4), we have (-3EA¢,EA¢)=(EaA¢,EaA¢)' hence 
(EA {}EA¢, ¢) = (EaA ¢, ¢) for all ¢ E C. Thus, 

(6.5) 

By the definition of {}, we have {}E A {} = E-;:c. Hence from 
(6.5) E;::cEA = {}EaA and EAE-;:c=EaA{}. However, the range 
of E'AcEA is H () B (~) () B (L-;:c), thus, we have 

(6.6) 

Moreover, as EaA is a projector, from (6.5), we have 
(EA{}EA)(EA{}EA)=EA{}EA' Hence, EAE-;:cEA =,'JEKCEA, 
but EA ?-E-;:cEA' we have then E-;:cEA ={}E-;:cEA. However, 
,'JEf:CEA =EaA from (6.6), thus 

E-;:cEA = {}E-;:cEA =EaA • 

Combining (6.6) and (6.7), 

E;:cEA =EaA = aEaA =EaA {} 

which is (6.2) and (6.3); indeed for ¢ E c, 
EaA (<fJ) =9EaA (<fJ) = EaA ({}¢). 

(6.7) 

In order to construct a strongly continuous self-adjoint 
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semigroup on a subspace of C, we have to impose one 
additional assumption on the time evolution 

(6.8) 

We notice that t - V t is strongly continuous. Indeed, as 
Sis Borel-R-space and J.L is R-invariant, Vt¢(s)=¢([s]t), 
and (t,S)-¢1([S]t)¢2(S)* is Borel on RXS. Hence, 

t - (V t¢u ¢2) = Js ¢l ([s ]t)¢2(S )*dJ.L(s) 

is Borel on R. 

Our construction is mainly based on Glimm and Jaf.­
fe's method in constructive field theory,l2 Given an 
ergodic MSI (P, U) with {}- involution and time- evolution 
as defined above, then (6.2) holds from Proposition 3.3. 
Suppose (6.3) also holds, then from Theorem 6.1, we 
can define a positive sesquelinear form on {. , 

(¢,<J!k=({}¢,<J!),=J{}¢(s)<J!(s)dJ.L(s) for ¢,<J!E [ 

and the corresponding seminorm 1I¢llx=(¢,¢)k/20n [. 
Let N ={¢ E [; II¢III; = a}, then N is stable under time ev­
olution. Indeed, for ¢E N, IlVt¢II~=(¢, V2t¢)K 
~ 11¢11",IIV2t¢II/(=O, hence VtNeN for t?-O. The quotient 
space [/ N, equipped with a positive definite inner pro­
duct ( , )x., defines a pre-Hilbert space. The completion 
of [/ N in the norm II' II" will be denoted by 1<. 

Let ° : [- C/N. As J.L is J-invariant, II{}¢,II, = II¢II, for 
¢E[. Hence, Ilo¢II,,=(0¢,0¢)~/2=({}¢,¢)~/2 
~ lIa¢ IIe l211 ¢ 11~/2 = II¢ II" i.e., the canonical map ° is con­
traction. 

By the hypothesis for t?- 0, V t [e [, and by the fact 
VtNe N shown above, we can define 

(6.9) 

for t?- 0, ¢E [. {yt;t?-O} is defined on 0[, which is 
dense in 1<. 

Theorem 6.2: Given an ergodic MSI (P, U) with {}- in­
volution and time-evolution as defined above. Suppose 
(6.3) and (6.8) hold for {}-involution and time-evolution, 
respectively. Then {Y t; t?- O} in (6.9) can be extended to 
a strong! y continuous self-adjoint contraction semigroup 
e- m on 1<, for some positive self-adjoint H. 

Proof: For ¢ E [ and s, t?- 0, we have 

YsY to¢ =Ys[oV t¢ 1 = oVs V t¢ = ° Vs+ t¢ =Ys+to¢. 

Hence, for ¢EK, YsYt¢=Ys+t¢, i.e., Yt is a semigroup. 

Moreover, for ¢ E [, t?- 0, 

(Y to¢, o¢)" = (W t¢, o¢)" =({}V t¢, ¢), = (V_ t{)¢, ¢), 

= ({)¢, V t¢), = (o¢, W t¢)" = (0<fJ, Y to¢)1( 

which shows the self-adjointness of Y t. 

By applying the same method in Ref. 12, the contrac­
tion of Y t can be shown. Indeed, for ¢ E [, 

Ily to¢II K =(y to¢, Y to¢)}(2 

= (Y2t0¢, 0¢)V 2 

.; Ily2t0¢11}(21I O¢IIV 2. 

Applying Schwartz' inequality in this way for n times, 
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III' /i</>IIK ~ IIY2nt0</>1IX'2nIl0</>1I}(1/2n 

= II Want</> 1I~/2nll O</> lI}(l/a
n
. 

As ° is contraction and IIV til = 1, we have 

III' to</> 11K ~ 11</>lIi/2"IIO</>lIl-1I2
" 

Hence, IIYt0</>IIK~ Ilo</>IIK as n- co • 

We note that V t is strongly continuous on {., and ° is 
a contraction on {.. Therefore, Y t is strongly continu­
ous on ° (.. Moreover, 'Y t is a contraction, thus, Y t is 
strongly continuous on K. 

Consequently, the closure of Y t in (6.10) is a strongly 
continuous, self-adjoint contraction semigroup on 1< . 
Therefore, it can be written as e- tH for some positive 

self-adjoint H. 

As a final remark, for the unit vector 1 in E, we have 
y t(ol) = o(Vtl) = 01, hence 01 is in the domain of Hand 
H( ° 1) = o. 01 is called the ground state of H in Ref. 12. 
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A general theory of linear finite-difference equations with a 
few applications 

Alain J. Pharesa) 

Department of Physics and Astronomy. University of Montana. Missoula. Montana 59812 
(Received 3 January 1977; revised manuscript received 28 March 1977) 

Recently a new formalism has been developed giving the solutions in explicit form of multi term linear 
homogeneous recursion relations with nonconstant coefficients. The basic idea was to relate this problem 
to the one of partitioning an interval into parts of given lengths. This idea is extensively used here to 
obtain the solutions of linear inhomogeneous difference equations. The resulting method has the advantage 
of being general: It does not rely on any special device and does not assume any special form for the 
recursion relation. Applications of these techniques to physical problems are presented elsewhere. Here we 
show how the method works for first and second order equations. The three-term Legendre polynomial 
recursion relation with an arbitrary inhomogeneous term is discussed in detail. The Legendre polynomials 
are then viewed as special cases of combinatorics functions, PU, m ; z), based on the partitions of an 
interval U.m), O<;;,j<;;, m, into parts of lengths 1 and 2. PU,m;z) reduces to the Legendre polynomial. 
Pm(z), for j =0. It is also interesting to note that PU,m;z) are not orthogonal in general. However, a 
new set of orthogonal functions can be constructed as the solutions of the inhomogeneous Legendre 
recursion relation with a suitable choice of the inhomogeneous term. 

I. INTRODUCTION 

In a recent publicationl the solutions of linear homo­
geneous recursion relations were obtained via a new 
class of combinatorics functions. The recursion rela­
tion was conveniently written as 

N 

bm=~fa (m)b",_a , m >ja' 
kal k k 

(1.1) 

where the mth term, b m , is related to N terms of lower 
rank, b , ... , b m- a • The numbers a l , ... , aN are posi-m-al N 
tive integers assumed to be ordered 

(1.2) 

The coefficient multiplying the term bm-
ak 

is denoted by 
f (m) and is an arbitrary function of the rank m. 

ak 

In general, Eq. (1.1) is valid for m >ja for some integ­
er ja' Then the values b Ja' b Ja-1 ' ••• , b Ja+1 -aN are arbitr­
ary initial conditions taken as 

bJa-I=A I , i=O,1, ... ,aN -1. (1.3) 

The solution of Eq. (1.1) with the arbitrary initial con­
ditions (1.3) was shown1 to be related to the problem of 
partitioning an interval (m p m 2 ) into parts of lengths 
al ,a2,.·., and aN' 

Let us consider a possible partition, labeled by q, of 
(m p m 2 ) into n parts, (\,°2"", On' 

whose first part 01 is constrained according to 

01.>d. 

(l.4a) 

(lAb) 

It is possible to represent this partition, (nq), by a 
functional, F~(ml'm2)' depending on the set of functions 
{{ak; k = I, ... ,N} in the following mannerl: 

n 

F~(m1' m 2) = II f61(s I) • 
i=O 

a) Present address: Department of Physics, Villanova 
University, Villanova, PA 19085. 

(1.5a) 
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The S I are related to the °1 through 

(1.5b) 

and 

(1.5c) 

Whenever the interval (nip m 2 ) cannot be partitioned into 
n parts with the constraint (lAb), then we set q=D, and 
the associated functional is set to be identically zero / 

F~(m1' n1 2 ) '" 0 . (1.5d) 

One step further is to associate all the constrained 
partitions of (111 p 111 2) into n parts, a quantity called the 
constrained combinatorics function of the first kind. 1 

This function is obtained by summing the functionals 
F~(mpm2) over all the partitions q into n parts, Le., 

(1.6) 

where again d refers to the constraint on the first part. 

On the other hand, summing the functionals F~(mp fIl 2 ) 

over all possible partitions, we obtain a representation 
of the interval (ln 1 , n1 z ) called the constrained combina­
torics function of the second kind1 

(1.7a) 

or, according to Eq. (1.6), 

(1.7b) 

An interval (m 1 , tn 2 ) can be partitioned into n parts be­
longing to the set {a

k
; k = l, ... ,N} provided there exists 

a set of nonnegative integers {Pk; k = 1, ... , N} satisfying 
the relations 

N 

~aJiI=mZ-m1' 
1=1. 

Copyright © 1977 American Institute of Physics 

(1.8a) 

(1.8b) 
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When 1112 = tn l , Eq. (1.8a) can still be satisfied provided 
the p's are all zero. This leads through Eq. (1.8b) to 
n = O. Thus, an interval of length zero can be partitioneci 
into zero parts. This remark with the help of Eqs. (1.5), 
(L6), and (1.7) leads to l 

F~(tnp tnl) ="(\ (111p 111 1 ,0, d) = C2(111 l , 111 1 , d) = 1. (1.9) 

Furthermore, if 1112 <nzl there are no p's satisfying Eqs. 
(1.8a) and (1.8b), and we therefore havel 

Cl(mpin2,n,d)=C2(ml,tn2,d)=0 for 1112 <nz l • (1.10) 

We will now state the main results of Ref. 1: A par­
ticular solution of Eq. (1.1) is the combinatorics function 
C2(l- j, m ,j) corresponding to the initial condition AI 

= 0li' and for 111>l, we have 

N 

C2(Z-j,m,j)=Efa (m)C2(Z-j,nz-ak,j) for nz>l 
/<=1 k 

thus leading to the general solution 
"N- 1 

b(h)=6 A
I
C2(jo-i,m,i). 

m i=O 

(1.11) 

(1.12) 

These techniques were sucessfully applied by Antippa 
and Phares2•3 to give the solutions for the eigenvalue 
problems related to the linear potential,2 and the com­
bined Coulomb and linear potential,3 of importance in the 
charmonium model4 of the <J;/J particles. 5 There, the 
partitioning subintervals have lengths 2 and 3, or 1, 2, 
and 3, thus corresponding to a three- or four-term re­
cursion relation. Also in Refs. 2 and 3, the energy 
eigenvalue problem is related to the coefficient bm ex­
pressed in terms of higher order coefficients taken as 
initial conditions. In other words, we write Eq. (1.1) as 

N 

b =Eg (m)b O<c <·,,<C 
m k=l Ck m~ck ' 1 N • 

The c's are simply related to the a's through 

cN=aN , cN-k=aN-a k for k=1, ... ,N-1 

and the g's are related to the/'s according to 

gc (1II)=1//a (m+aN), 
N N 

gc (m)=-/a (m+aN)//a (m+aN) 
k N-k N 

(1.13) 

(1.14) 

(1.15a) 

fork=1, ... ,N-1. (1.15b) 
In Appendix C of Ref. 2, b m is shown to be given in 
terms of higher order coefficients, say, b ko' b ko+l , ... , 
bko+aN-l ' for ko>m, as 

(1.16) 

C2*(m 2 , ml , d) were called conjugate combinatorics func­
tions of the second kind. These are related to the g's in 
a manner analogous to that relating the C2's to the/'s 

C2*(1112, 1111' d) =6 G~(m21ml) (1.17a) 
n,. 

and 

n 
G~(m2,111l)=rr go'(s;), 

/,1 I 
(1.17b) 

where 
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(1.17c) 

and 

(1.17d) 

The number d always refers to the constraint on the 
first part, starting from the lower or upper end of the 
interval (mp1112)' The constraints 0l>d or o{>d are 
automatically satisfied for a1>d or cl>d, in which 
cases the corresponding combinatorics functions be­
come unconstrained. In the subsequent sections we will 
be dealing with the special case d = O. Thus, for short­
hand writing, it is convenient to set 

C2(ml,nl2,d<=0)=C2(ml,m2) , 

Cl(111l,m2,n,d=0)=Cl(mpin2,n) . 

(1.18a) 

(1.18b) 

Analogous notations will also be used for the uncon­
strained conjugate combinatorics functions. 

The purpose of this work is to further extend the tech­
niques of Refs. 1 and 2 and obtain the solutions of in­
homogeneous linear multiterm recursion relations with 
nonconstant coefficients. This is done in Secs. II and III 
by adding to the general solution of the homogeneous re­
lation a particular solution of the complete difference 
equation. Two expressions for a general term bm are 
obtained. The first one connecting bm to lower 
order coefficients taken as initial conditions, the 
second one connecting bm to higher order terms. 

The particular solution of the complete inhomogenous 
relation we search for is the one with initial conditions 
corresponding to the vanishing of all the lowest or high­
~~t order coefficients that a.r.e_ chosen to be {b {a-I; 
1-0,1, ... ,aN-1}, or {b ko +J ,I-O,l, ... ,cN-l[, re­
spectively. This particular solution is shown to be re­
lated in a very simple manner to the special (uncon­
strained) combinatorics functions of the second kind 
(d=O). 

In Sec. IV we show how our method works in the sim­
ple case of the complete linear equation of the first ord­
er, and apply it to the cases of constant coefficients and 
Bernouilli and Euler polynomial recursion relations. 

Finally in Sec. V a detailed discussion is carried out 
for one second-order equation, the Legendre polynomial 
recursion relation with an arbitrary inhomogeneous 
term. 

II. INHOMOGENEOUS DIFFERENCE EQUATIONS 

A. Particular solution 

The general multiterm inhomogeneous linear differ­
ence equation with nonconstant coefficients is obtained 
by adding to the right-hand side of Eq. (1.1) an arbitrary 
function of the rank 111, I(m ), thus leading to 

(2.1) 

In a first step we search for the particular solution of 
Eq. (2.1) satisfying the initial conditions 

bio-I=O fori=O,l, ... ,aN-l. (2.2) 

This solution is given in the form of a theorem. 
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Theorem 1: The solution of Eq. (2.1) satisfying the in­
itial conditions (2.2) is 

m. 

b (IJ = ;G I(i)C (i, m) , 
m 1=10+1 2 

(2.3) 

where C2(i, m) are the special (unconstrained) combin­
atorics functions of the second kind 

(2.4) 

Proof of Theorem 1: Three cases will be treated sep­
arately, m!£;jo' m=jo+1, andm>jo+1. 

(i) The case m !£; jo: In this case since i varies in the 
range (jo + 1, m], then m < i. Consequently, according to 
Eq. (1.10), 

C2 (i,m)=0 foriE(jo+1,m] 

thus implying that 

(2.5) 

(2.6) 

Equation (2.6) shows that (2.3) does satisfy the initial 
conditions given by Eq. (2.2). 

(ii) The case m=jo+1: In this case Eq. (2.3) reduces 
to 

bj~!l =ICio+1)C 2 (jo+1,jo+1). 

According to Eqs. (1.9) and (2.4), we have 

C2(m,m)=1 foranym 

thus leading to 

(2.7) 

(2.8) 

b j~!l =I(jo + 1) . (2.9) 

Equation (2.9) simply shows that Theorem 1 is trivially 
satisfied. 

(iii) The case m> jo + 1: In this case, it is possible, in 
Eq. (2.3), to single out the term corresponding to i=m, 
so that 

m-l 

b;,{)=I(m)+ L; I(i)C 2(i,m). 
I =Jo +1 

(2.10) 

The condition m > l, for which Eq. (1.11) holds, is sat­
isfied by the speical combinatorics functions, C2 (i , m), 
that appear in Eq. (2.10). This follows from Eq. (2.4), 
the fact that l =i and j = 0 [l and j as defined in Eq. (1.11)), 
and that i is strictly less than m. Thus, combining Eqs. 
(2.4), (2.10), and (1.11), we obtain 

m-l N 

b;,{)=I(m)+ 6 I(i)6fa (m)C 2(i,m-a k ). 

i =10+1 k=l k 

(2.11) 

We then exchange the summations over i and k and ob­
tain b;,{) as 

N m-1 

b;,{)=1(m)+6fa (m) 6 C2(i,m-a k )· 

k:l k 1=10+1 

(2.12) 

Now, according to Eq. (1.2), we have 

m-1",m-ak for k=l, ... ,N. (2.13) 

The equality in Eq. (2.13) may only occur at k = 1 if and 
only if a1 = 1. Excluding for the moment this special 
case, it is then possible to split the summation over i 
appearing in Eq. (2.12) into two parts as follows: 
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'!l;1 ~ 
+ i=~k'l C2 (i,m - ak )\ • (2.14) 

When i is in the range [m - a k + 1, m - 1J, then we neces­
sarily have m-ak<i, and, according to Eq. (1.10), 
C2(i, m - ak) = O. Thus, Eq. (2.14) reduces to 

N m-ak 

b;,{)=I(m)+L;fa(m) L; C2(i,m-a k)· 

k=l k i=10.1 

(2.15) 

It is obvious that Eq. (2.15) also holds for a1 = 1. Finally, 
using the hypothesis (2.3), the summation over i in Eq. 
(2.15) is nothing but b~l.)ak' thus proving that b;,{) is a 
solution of the difference equation (2.1). This completes 
the proof of Theorem 1. 

B. General solution 

The problem at hand is to give an explicit. expression 
for the coefficients bm , in terms of the arbitrary func­
tions fa (m), and an arbitrary set of parameters {A,; i 
= 0,1, . ~ . , aN - 1} specifying arbitrary initial conditions 

b'O.,=A, for i=O,l, ... ,aN -1. (2.16) 

We will give the general solution of Eq. (2.1) satisfying 
the initial conditions (2.16) again in the form of a theo­
rem. 

Theorem 2: The solution of the difference equation 
(2.1) satisfying the arbitrary initial conditions (2.16) is 
obtained by adding to the particular solution b~[), Eq. 
(2.3), the solution b ~h) of the associated homogeneous 
difference equation with the same initial conditions 
(2.16), 

aN-1 

b~)=6 A;?:;2(jo-i,m,i). (2.17) 
1=0 

Proof of Theorem 2: The proof of this theorem is 
done in two steps. We first show that bm=(b~h)+b;,{») sat­
isfies the recursion relation (2.1), and then that it also 
satisfies the initial conditions (2.16). 

(i) By hypothesis b <,:) and b:,{) satisfy the difference 
equations 

(2.18) 

(2.19) 

Adding up Eqs. (2.18) and (2.19) we obtain 

Accordingly, b~h)+b;,{) is a solution of Eq. (2.1). 

(ii) Let b m = b ~h) + b;,{) and set m = jo - j with j = 0, 1,2, 
•• 0 , aN - 1. According to Theorem 4 of Ref. 1, we have 

b~~~1=A, 

and, by construction, 

b(1) =0 
10 -1 

(2.21) 

(2.22) 
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so that 

bJo-J =b~:~J+b~~~J =AJ . (2.23) 

Therefore, bm =b::)+b~/), Le., 

GN-1 m 

bm=:E >"IC2(jO- i,m,i) + L; I(i)C2(i,m), (2.24) 
1.0 I=JO+l 

is the solution of the inhomogeneous difference equation 
(2.1), satisfying the initial conditions (2.16). This com­
pletes the proof of Theorem 2. 

III. INVERTED INHOMOGENEOUS DI FFERENCE 
EQUATIONS 

The inverted inhomogeneous linear difference equa­
tion is obtained by adding to the right-hand side of Eq. 
(1.13) an arbitrary function of the rank m ,J(m), 

The higher order terms to be considered as initial con­
ditions are 

b"b+I =>"; for ko>m and i=0,1, ... ,cN -1. (3.2) 

Again, the general solution of Eq. (3.1) satisfying the in­
itial conditions (3.2) will be given in the form of two 
theorems. 

Theorem 3: A particular solution of Eq. (3.1) satisfy­
ing the set of initial conditions 

>";=0 for i=0,1, ... ,cN -1 

is given by 
1<0-1 

b:/) =L; J(i)C2*(i, m) , 
I=m 

(3.3) 

(3.4) 

where Ci(i, m) are the special (unconstrained) conjugate 
combinatorics functions of the second kind defined to be 

(3.5) 

Theorem 4: The solution of the recursion relation 
(3.1) satisfying the arbitrary initial conditions (3.2) is 
obtained by adding to the particular solution b<t.), Eq. 
(3.4), the solution b~h') of the associated homogeneous 
recursion relation with the same initial conditions (3.2) 

eN .. l 

b~h')=L; X;q(ko+i,m,i), rn<ko. (3.6) 
1:0 

The proofs of Theorems 3 and 4 are very similar to 
those of Theorems 1 and 2. This is why we shall skip 
them, beyond remarking that they are based on the fol­
lowing properties1 ,2: 

(i) Ci(m2 ,m 1 ,d)=0 for m 1 >m 2 , 

(ii) Ci(m, m) = 1 for any m , 

(3.7) 

(3.8) 

(iii) Theorem II, Appendix C of Ref. 2: "Given an in­
terval (j,m), j>ko, and a set of partitioning subinter­
vals {c j ; i = 1, ... ,N}, then 

N 

(\*(j, m ,j - ko) =6 gc (m)CiU, m - c.,j - ko) (3.9) 
1=1 1 

form<ko'" 
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Based on Theorems 3 and 4 the general solution of Eq. 
(3.1) can then be written as 

C
N

-l ko-l 

bm=L; >";C2*(ko+i,m,i)+L; J(i)C2*(i,m). 
1..0 I=m 

(3.10) 

IV. FIRST ORDER EQUATIONS 

The purpose of this section is to show the equivalence 
between our method and the well established standard 
methods for first order equations. As it will become 
apparent, although the equivalence is a trivial one, the 
standard methods for first order cannot be generalized 
to higher order, while our method provides a straight­
forward generalization. 

With no loss of generality, it is always possible to re­
duce a first order equation to an equation relating the 
level x to the level x - 1, thus leading to an equation of 
the form 

U(x) =p(x)u(x - 1) +q(x). (4.1) 

Assuming Eq. (4.1) to hold for x>xo' then u(xo) can be 
considered as an initial condition 

(4.2) 

As it is apparent from the general techniques of Sec. 
II, the combinatorics functions associated with this prob­
lem are constructed out of the function p(x) and based on 
the partitions of an interval (y, x) into parts of length 1. 
In order that such partitions be possible (x - y) has to be 
a positive integer. Obviously, there is only one way of 
partitioning (y, x) into parts of length 1. Furthermore 
the combinatorics involved are unconstrained, and will 
therefore be called C2 ( y ,x). These are given through 

x 
C2 (Y ,x) = n p(t) . (4.3) 

y+! 

In order to make the connection with the standard solu­
tion of Eq. (4.1), we write Eq. (4.3) as 

C2 (Y ,x) = exp[t lnP(t)] . 
,.1 

(4.4) 

Finally, according to Theorem 1, the solution of Eq. 
(4.1) is given by 

U(X)=AC 2 (XO'x)+ t q(y)C2(y,x). (4.5) 

When combining Eqs. (4.4) and (4.5) we obtain 

e..Jt lnP(t~ . 
• .. "'LxO+l J 

(4.6) 

This equation is the same as the one derived using the 
standard methods. The derivation given by Milne­
Thomson,6 for example, is based on what is known as 
the method of "variation of parameters." This technique 
relies on the knowledge of the solution, u1(x), of the 
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associated homogeneous equation, then the solution of 
the complete equation is obtained as 

(4.7) 

The equivalence between the two methods is now clearly 
established. 

Before going any further we would like to comment 
about a particular solution due to Milne-Thomson6 ob­
tained as an "ascending continued fraction"7 equivalent 
to the infinite series 

q(x+ 1) q(x+2) 
u(x) = p(x + 1) + p(x + l)p(x + 2) 

q(x+3) + + ... 
p(x + l)p(x + 2)P(x + 3) 

(4.8) 

We expect to obtain such a solution using our general 
formalism. This is better seen by looking at the invert­
ed inhomogeneous equation whose solution has been dis­
cussed in Sec. III. The first order equation (4.1) is in­
verted as 

u(x) = u(x+1) +q(x+1) 
p(x+1) p(x+1) , x"" xo' (4.9) 

The conjugate combinatorics function of the second kind 
associated with Eq. (4.9) is 

(4.10) 

which satisfies the required normalization condition 

Ci'(x,x)=l. (4.11) 

Theorem 3 provides a particular solution of Eq. (4.9). 
Setting ko = 00 in Eq. (3.4) and using the results (4.10) and 
(4.11), we obtain as a particular solution 

q (x + 1) ~ q (y + 1) ~ 1 
u(x) = p(x+1) +~lP(y+1) t~lP(t)' (4.12) 

This is precisely Milne-Thomson's result mentioned 
above in Eq. (4.8). 

A. First order equation with constant coefficients 

The coefficients p(x) and q(x) of Eq. (4.1) are assumed 
to be constant 

p(x)=p, q(x)=q. (4.13) 

In this case the solution of (4.1) as given by (4.6) is in­
adequate. We prefer to use the equivalent expression 
(4.5) where, according to Eqs. (4.3) and (4.13), the 
combinatorics function C2 (y ,x) is given by 

(4.14) 

Thus Eq. (4.5) specialized to the case of constant coef­
ficients gives the solution in explicit form as 

x 

u(x)=XpX-Xo+ q 6 pX-', x>xo , 
l'=xO+l 

or in closed form as 

u(x)=xpX-Xo+ l~P (l_pX-Xo) , p*l, 

u(x)=X+q(x-xo) , p=l. 
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(4.15) 

(4.16a) 

(4.16b) 

Here again X and Xo specify the initial conditions. This 
result could have been obtained by solving the charac­
teristic equation. The purpose of discussing this simple 
example was to shaw how our method gives a unified 
treatment to many special devices appropriate to spec­
ial kinds of equations. 

B. Bernouilli and Euler polynomials 

In increasing difficulty the next case to be considered 
is 

p(x) =constant=p, q(x) variable. (4.17) 

Equation (4.10) is thus replaced by 

x 
u(x) = Apx-xO + 6 q( y)pX-Y . (4.18) 

l'=xO+l 

Two interesting applications of Eq. (4.18) are those cor­
responding to Bernouilli and Euler polynomials, B.(x) 
and E.(x), respectively. They are defined through the 
following generating functionsB

: 

text = ~ B (x)~ 
e t -1 ~ n n!' 

n=O 

1/1< 21T , 

and satisfy the first order difference equations: 

B n+1 (x + 1) =B n+1 (x) + (n + l)xn , 

En(x + 1) = -En (x) + 2x" . 

Let us choose as initial point Xo , 

xo=x - [xl, 

(4.19) 

(4.20) 

(4.21) 

(4.22) 

(4.23) 

where [xl refers to the integer part of x. Xo is obviously 
in the range 

(4.24) 

The corresponding initial values will be B.+1(xO) and 
E.+1 (xo)' 

In the Bernouilli case we have p = 1 and q(x + 1) 
= (n+ l)x·, and Eq. (4.18) yields 

Bn+1(x+l)=Bn+1(xo)+ t (n+l)y·. 
y=xO+l 

(4.25) 

Making the shift y =xo+k, where k is now a positive in­
teger, we deduce that 

~ (k ). B n•1 (x + 1) - B n•1 (x o) 
L...J +xo n + 1 . (4.26) 
k=l 

This result holds for [xl"" 1 and n = 1, 2, .. '. Specializ­
ing to integer values of x, x =m, we obtain the known 
results 

m k n _ B n•1 (m + 1) -Bn+1 (0) 
6 - n+l . 

(4.27) 
k=0 

In the Euler case we set p = -1 and q(x + 1) =2xn, and 
Eq. (4.18) yields 

x 

En(x+ 1)= (-I)NoE n(xo) + 6 2yn(_I)x-'. 
y=xO+l 

(4.28) 
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Again with the help of the shift Y =xo+k we deduce that 

~ (_1)[xl-k(k +xo)n = En(x + 1) + i-1)[X1E n(Xo) • 

k=1 

(4.29) 

This result holds for [xl ~ 1 and n = 1, 2, •. '. Specializ~ 
ing to integer values of x, x =m, we obtain the known 
results 

i (_1)m- kk n _ En(m + 1); (-1)mE n(O) (4.30) 
k=1 

V. THE INHOMOGENEOUS LEGENDRE POLYNOMIAL 
RECURSION RELATION 

The Legendre polynomials P m(z) (m nongegative inte­
ger) are polynomials of order m containing even (odd) 
powers of z for even (odd) values of m. The expansion 
coefficients C k and the polynomials Pm satisfy the recur­
sion relations 9

: 

(5.1) 

and 

) 2m - 1 (z) m - 1 Pm(z =---zPm_1 ---Pm- 2(z) for m>O. 
m m 

The initial conditions on C k are 

C -2 = 0 for m even, 

C -1 = 0 for m odd, 

and onP m 

P o(z)=1, P 1 (z)=z. 

(5.2) 

(5.3a) 

(5.3b) 

(5.4) 

In this section we would like to solve the inhomogene­
ous equation obtained by adding to the right-hand side 
of Eq. (5.2) a term that depends in general on the rank 
m and may as well have an explicit z dependence, 

2m -1 m-1 
b m=---zb m_1 ---bm_2 +I(m,z), m > O. (5.5) 

m m 

Here again our formalism can be used in a straight­
forward manner to give the solution of Eq. (5.5). The 
comparison between Eqs. (2.1) and (5.5) shows that the 
partition problem to be considered involves parts of 
lengths 

(5.6) 

Furthermore the representations of the partitions of an 
interval into parts of lengths 1 and 2 are obtained upon 
using the functions f. (m) (k = 1, 2) given by a

k 

2m -1 m-1 
fl(m)=--z, f2(m)=---. 

m m 
(5.7) 

The initial conditions, Eq. (2.16), reduce to 

bo = 1, b_1 arbitrary but finite. (5.8) 

Here we take bo to be unity to agree with the standard 
normalization of the Legendre polynomials, Eq. (5.4). 
Furthermore, since f2 (1)b -1 = 0, the general solution, 
Eq. (2.24), applied to the case of Eq. (5.5), is indepen-
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dent of b_ l1 leading to 
m 

bm=C2(0, m)+~I(j,z)C2(j, m) . 
i=1 

(5.9) 

Before going any further, let us note that, when no in­
homogeneous term is present, I(j,z)=O, the solution 
of Eq. (5.5), 

(5.10) 

is, of course, the Legendre polynomial P m(z)' There­
fore, P m(z) can be viewed as a combinatorics function 
of the second kind, 

(5.11) 

What is even more interesting is the explicit evaluation 
of the combinatorics function, C 2 ( j, m), appropriate to 
the present situation, for any value of j in the range 
o ~ j ~m. This will give us, indeed, the solution of Eq. 
(2.1) for an arbitrary inhomogeneous term f(m, z). 

A. The partition problem 

In this section we will make apparent the polynomial 
structure in the parameter z of the combinatorics func­
tion of the second kind C2 (j, m), by introducing two func­
tions gl (m) and g2(m), 

( ) 2m-1 
gl 111 =--;n--' ( ) m-1 

g2 111 =-11-"-' 

(5.12) 

(5.13) 

According to Eqs. (1.4), (1.5), (1.7), (5.6), and (5.7), 
the appropriate combinatorics functions, C2(j, m), to 
be considered are those based on the functionals F~(j,m) 
of Eq. (1.5a) with 

(5.14) 

and the functions f 1 and f 2 as given by Eq. (5.7). In 
Fig. 1 we give an example on how to write down the 
combinatorics C2 (j, m) and C 1 (j, 111, n) for j = 2, 111 = 7, 
and n = 3. More generally, let us consider all possible 
partitions of (j, m) into n parts, and let p be the number 
of parts of length 2. Then (n - p) is the number of parts 
of length 1. We therefore have 

(5.15) 

or 

p = m - 11, 11 - P = 211 - 111 (5.16) 

Thus, all partitions of (j, m) into 11 parts have the same 
number of parts of length 1, and the same number of 
parts of length 2, given by Eq. (5.16). From the latter 
equation, it is seen that the only possible values of 11 

are in the range 

(5.17) 

where the square brackets refers to integer division. 
n decreases from in to in -[in/2] by successively ex­
changing two parts of length 1 by one part of length 2. 
Or, as apparent from Eq. (5.16), holding in =m - j fixed, 
while 11 changes by one unit, the number of parts of 
lengths 2 and 1 will change by steps of 1 and 2, respec­
tively. 
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n q 

2 

J 
!i Z 

3 1 I 1 2 I 2 I F~ ~ fl (3)£2 (5) f2 (7) 

2 

i 5 Z 
3 2 I 2 1 I 2 I F2 = f2 (4)£1 (5) f2 (7) 3 

2 

~ 
6 7 

3 3 I 2 2 I 1 1 Fj ~ f2 (4)£2 (6)fl (7) 

2 3 4 5 7 

4 1 I 1 I 1 I 1 I 2 I F1 ~ 
4 f1 (3) fl (4) f1 (5) f 2 (7) 

2 3 4 6 7 

4 2 I 1 I 1 I 2 I 1 I F2 ~ 
4 

f 1 (3)f1 (4)f2 (6)f1 (7) 

2 3 5 6 7 

4 3 I 1 I 2 I 1 I 1 I F3 ~ 
4 

f
1

(3)f2 (5)f1 (6)f
1

(7) 

2 4 5 6 7 

4 4 I 2 I 1 I 1 I 1 I F4 ~ 
4 

f2 (4) f1 (5) f1 (6) fl (7) 

2 3 4 5 6 7 

5 1 I 1 I 1 I 1 I 1 I 1 I Fl ~ 
5 

f 1 (3)f
1

(4)f
1 

(5)f1 (6)f1 (7) 

C2 (2,7) = l: Fq = F1 + F2 + F3 + 
333 

F1 + F2 + 
4 4 

F3 + 
4 

F4 + Fl 
4 5 n,q n 

C1 (2, 7,3) ~ I: Fq = F1 + F2 + F2 
q 3 3 3 3 

FIG. 1. Partitioning (2,7) into {t, 2}. 

B. Reduction of the combinatorics 

According to Eqs. (1.5a), (5.7), and (5.14), in the 
product defining the functional F~(j, m), the function I 1 

appears (2n - ni) times, while I 2 appears (m - n) times, 
for all partitions, q, into n parts. Consequently, using 
Eqs. (5.12) and (5.13), we obtain 

n 

F~(j,m)=II/6 (S/) 
1=1 i 

n 

=z"-P(-I)" fI g 6 .(S i) , 
,=1 J 

(5.18) 

where the SI are related to the 0i as in Eq. (1.5b), with 
m 1 =j, m 2 =m, andP as given by Eq. (5.16). 

Summing F~(j, m) over all values of q, we obtain the 
combinatorics function of the first kind, C1 (j, m, n), 

(5.19) 

where the "structure" function (3(j, m, n) is easily identi­
fied to be given by 

n 

(3(j,m,n)=6 fIg6.(si)· 
q 1.=1 1. 

(5.20) 
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{3 is nothing but a combinatorics function of the first 
kind based on the functionsgl andg2 instead of/l and 

12' 
On the other hand, using the relationship (1. 7b), and 

summing Cl(j,m,n) over all possible values of the num­
ber of parts n of Eq. (5,17), we obtain the combinatorics 
function of the second kind 

"max 

C2(j,m)= 6 (_I)m-nz 2n-m{3(j,m,n). (5.21) 
n="min 

Equation (5.21) shows explicitly that C2 (j, iii) are poly­
nomials in z of order m containing even (odd) powers 
of z if m is even (odd). This justifies the notation 

(5,22) 

Finally, it is convenient to replace in Eq. (5.21) the 
summation over n by a summation over p, the number 
of parts of length 2, Eq. (5.16), so thatP(j,m;z) can 
be written as 

(5.23) 

Making explicit the z dependence of C2 (j, m), the solu­
tion of Eq. (5.5) is given by 

b =p(O,m;z)+tI(j,z)p(j,m;z). 
m j=1 

(5.24) 
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The next step is to study the structure function 
f3(j,m,m -pI, wherep varies in the range 0~p~[m/2]. 
A good check of our calculation would be to show expli­
citly that 

(m/21 

P(O,m;z)= ~ zm-2p (_1)Pf3(0,m,m -p)=Pm(z). 
1'=0 

(5.25) 

A detailed analysis of the structure function f3(j,m,m 
- p) is carried out in Appendix A. 

An interesting question to investigate is whether the 
polynomials P (j, m; z) are orthogonal. Such a study 
goes far beyond the scope of this paper and we will leave 
it for a separate publication, beyond remarking that 
they are not orthogonal in general. We do not know as 
yet if orthogonality occurs for j = ° only. Nevertheless, 
according to Eq. (5.24) a new set of orthogonal func­
tions, b m(z), can be constructed, in principle, by ad­
justing the inhomogeneous term l(m,z). 

VI. CONCLUSION 

This work gives a unified treatment of linear inhomo­
geneous finite-difference equations. It gives an alterna­
tive way of looking at the solutions of these equations 
through the representations of the partitions of an inter­
val into parts of given lengths. In many respects, spe­
cial devices for solving special types of equations may 
be more suitable or direct; still, as it has been shown in a 
few simple examples, these devices can be derived 
from our general theory. It is our hope that the ideas 
first introduced by Antippa and Phares1,2,3 can be ex­
tended to linear equations of partial differences or other 
more complicated equations, where no general theory 
exists. 

APPENDIX A: THE STRUCTURE FUNCTION 
(3 (j, m, m-p) 

The definition of the structure function f3 (j, m, m - p) 
is given by Eq. (5.20). It is a combinatorics function 
of the first kind1 based on the functions 

( ) 2m - 1 () m - 1 
gl rn =-rn--' g2 m =-;;z- (A 1) 

and on the partitions of the interval (j, rn) into (m - p) 
parts of lengths 1 and 2. Here m=m -j andp is the 
number of parts of length 2. 

It is easy to show that p satisfies a linear equation of 
partial differences, namely, 

f3 (j, m, "in - p) = g 1 (rn )f3 (j, rn - 1, m -p - 1) 

+g2(m)f3(j,m-2,"in-p-1). (A2) 

This result also follows from Theorem 1 of Ref. 1 on 
combinatorics functions of the first kind. 

A. The casep = 0 

Since p represents the number of parts of length 2 in 
any partition of (j, m), the case p = ° corresponds to the 
partition of (j,rn) into parts of length 1, thus there is 
only one way of performing such a partition. The corre-
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sponding combinatorics function representing this parti­
tion is 

m m 2' 1 
f3 (j, m,"in) = IT gl (i) = IT .!..;- . 

i=i+l I=i+l 1 
(A3) 

Equation (A3) can be written in closed form in terms of 
r functions as 

. - iii j! r{m+i) 
f3(J,m,m)=2 mT r(j+i) , (A4) 

while Eq. (A3) holds only for m >j, Eq. (A4) continues 
to be meaningful even for m = j, reproducing the correct 
normalization for combinatorics functions, Eq. (1.9), 
namely, 

f3{m,m,O)=I. (A5) 

B. The casep = 1 

This case corresponds to the exchange in the preceed­
ing partition (p = 0) of two consecutive parts of length 
1 by one part of length 2. The resulting effect on the 
structure function is shown in Fig. 2, where i may run 
from i = (j + 1) to i = m. The relationship between 
f3(j,m,m -1) and f3(j,m,m) follows as 

- _ m-l i 
f3(j,m,m-l)=f3(j,m,m) L 4i2_1' 

i=j+l 

(A6) 

It is easy to show by induction that 

m-l i 2 m{m -1) 
L 4i2 -1 2{2m -1) . 
1=1 

(A7) 

Combining (A6) and (A 7) we obtain 

. - . -[m{m-l) j(j+l)] 
f3{J,m,m-l)=f3{J,m,m) 2{2m -1) -2{2j+l) . 

(A8) 

Closed form expressions of the structure function can 
be obtained for p =2, 3, ... , [m/2] using techniques simi­
lar to the one presented here. Before going any further, 
we would like to first discuss the case, j = 0. This is 
an important step and deserves separate treatment as 
a consistency check of Eq. (5.25). 

i-I i i+l 

I 1 I 1 I <=> 

j+l~i~m-l 

i-I i+l 

<=> g2 (HI) 

h(i) = 

FIG. 2. Exchange of two parts of length 1 by one part of 
length 2. 
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c. The structure function /3(0, m, mop) 

The claim is that (3(O,m,m -p) is related to (3(O,m,m) 
according to 

P (m-2k+1)(m-2k+2) 
(3(0, m, m -p) =(3(0, m, m) IT 2k(2m _ 2k+ 1) . 

~=l 

(A9) 

The proof is done by induction with the aid of the differ­
ence equation (A2). In Eq. (A2) we setj=O and make the 
shift m - m + 2 , 

g2(m+2){3(0,m,m -P+1) 

=(3(0, m + 2, m + 2 - p) -gl(m +2){3(0, m + 1, m + 1 -/»). 

(A10) 

Assuming Eq. (A9) to hold for a given value of p, we 
show that it also holds for p - 1 uSing Eq. (A10). This 
step is straightforward. In Eq. (A10) we replace 
(3(0,m+2,m+2-p) and (3(0,m+1,m+1-p) by their 
assumed values compuated from Eq. (A9). Then, using 
Eqs. (AI) and (A3), we find 

m + 1 2m + 1 2m + 3 
--2{3(0,m,rn- p +1)=--1 --2 (3(O,m,m) 
m+ m+ m+ 

[rrP (m - 2k + 3)(m - 2k +4) 
x 2k (2m - 2k + 5) 

h=l 

_rrP (m+2k+2)(m+21?+3)l. 
2k(2m-2k+3) J 

k=l (All) 

The above equation is equivalently written as 

(3(O,m,m -p+l) 

= (2m + 1)(2m +3){3(0 rn m) [l_2m+3 m-2P+2] 
(m+1)2 " 111+22m-2p+3 

rrp (m -2k+3)(rn -2k+4) 
x 2k(2m-2k+5) . 

hI 

The next step is to use the following relations: 

P11P-ll 
II 2k = 2p IT 2k ' 
k=l k=l 

P P~ 

IT (m-2k+3)=(m+1) II(m-2k+l), 
k=l k=l 

P pol 

6 (m-2k+4)=(m+2)6 (m -2k+2), 
k=l ~=l 

(A12) 

(A13a) 

(A13b) 

(Al3c) 

P 1 (2m - 2p + 3) rrP
-

I 1 TI (2m - 2k + 5) (2m + 1) (2m + 3) k=l (2m - 2k + 1) . 

(A13d) 

Finally, combining Eqs. (Al2) and (A13), we obtain 

pol (m _ 2k + 1)(rn - 2k + 2) 
(3(0, rn, m -p + 1) =(3(0, m' m) rr 2k(2m _ 2k +1) . 

k=l 

(A14) 

In order to complete the proof by induction we still 
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have to show that Eq. (A9) holds for the highest possible 
value of p, p = [m/2], where the square brackets refer 
to integer division. This is done by comparing the ex­
pressions of 

(3(0, m, [111/2]) and 

[m/21 (rn -2k+l)(rn -2k+2) 
(3(O,m,m) rr 2k(2m-2k+l) . 

k=l 

A direct calculation of these two expressions involves 
the use of Eq. (5.20) and rearrangements analogous to 
those of Eqs. (A13). The result is that the two expres­
sions are equal, and this completes the proof by induc­
tion. 

We would like to make a consistency check and verify 
thatP(O,m;z), 

[m/2l 
P(O,m;z)= 6 zm-2P(_l)P{3(0,m,rn_p), (A15) 

p=o 

is indeed equal to the Legendre polynomial Pm (z) whose 
expansion coefficients, C h , satisfy the recursion rela­
tion (5.1). 

According to Eq. (A9), the structure functions 
(3(O,rn,m -p) satisfy the recursion relation 

(0 ) 2p(2rn - 2p + 1) 
{3 ,m,rn-p =(m-2p+1)(rn-2p+2) 

x (3(O,m,m -P+ 1). 

If we now set in Eq. (A16) 

m-2p=k, 

we obtain 

(Al6) 

(A17) 

(m-k)(m+k+1) 
(3(0,11l,m-p)= (k+1)(k+2) (3(0,m,11l-p+1). 

(AlB) 

Comparing Eqs. (5.1) and (AlB) we immediately estab­
lish the relationship 

C k +2 = -{3(0, m, (/11 -Ie )/2) (A19) 

where k and m must have the same parity as evidenced 
in Eq. (A17). This completes the check and shows that 

P(O,m;z)=Pm(z)· (A20) 

D. The general case: 0 ~p ~ [m12J and j *" 0 

It is convenient to define a quantity a{j,m,p) through 

(3{j, m, m -p) =a{j, m,p)(3(j, m, m), (A21) 

where p couples of the type shown in Fig. 2 are replaced 
by p parts of length 2. As evidenc ed by Fig. 2, the ef­
fect of a single exchange of two consecutive parts of 
length 1 by one part of length 2 is the appearance of a 
factor h(i) given by 

·2 

h(i)=4;2_1. (A22) 

Let C" be the functional constructed with the functions 
gl and g:, and associated with a partition, q, of (j, m) 
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into parts of lengths 1 and 2. Thus a representation G~, 
n =m -p, of a partition, q, of (j, m) into Wi -p parts 
differs from (3(j, m, m) by the multiplicative factor 

(A23) 

Here iI' i 2 , ••• ,ip correspond to the location of the p 
couples of the type shown in Fig. 2, that have been re­
placed by parts of length 2. Another partition is ob­
tained by varying the values of iI' i 2, ... ,ip' A straight­
forward analysis shows that the only possible values 
of i k (1 ~ k ~ p) are in the range 

ik_l+2~ik~m-2(p-k)+1 (A24a) 

with the initial value, i o, given by 

(A24b) 

Since the structure function (3(j, m, m -p) is obtained 
by summing the G~ over all values q, or partitions into 
a given number of parts n = iii - p, we deduce that 

m-2p+l m-2(p-k)-1 
a{j,m,p)= ~ ••• ~ 

I =j+1 i
k

=l
k

_
1

+2 

m-1 
~ h(i1)" 'h(i k)" 'h(ip)' (A25) 

Ip= I p_1 +2 

Comparing Eqs. (A9) and (A21) we immediately get 
a(O,m,p) as 

( )_ lIP (m - 2k +l)(m - 2k+2) 
aO,m,p - 2k(2m-2k+1) 

k=l 

(A26a) 

or in closed form as 

1 r«m+ 1)/2) r«m +2)/2) 
a(O,m,p)=pr r«m+1)/2 _p) r«m+2)/2 _p) 

(A26b) 

While Eq. (A26a) holds for p:;" 1, Eq. (A26b) continues to 
be meaningful for p =0, and reproduces the required re­
sult, 

a(O, m, 0)= 1. (A27a) 

As a matter of fact, according to Eq. (A21), we must 
have the initial value condition 

(A27b) 

Equation (A25) can be written differently when leaving 
out the summation over ill 

m-2p+l m-2(p-1) +1 m-l 
a{j,m,p)= ~ h(i1) ~ ... ~ h(i2)" 'h(ip) 

il =J +1 i 2= 11 +2 Ip= Ip_1 +2 

",-2P+1 

= ~ h(il )a(i1 +1,m,p-1), p:;"l. (A28) 
11 =J +1 

The above equation is baSically a linear equation of 
partial differences, that we plan to solve using the re­
sult of the preceding subsection. The summation over i 1 

in Eq. (A28) can be broken into two parts, 
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m-2P+1 
a(j,m,p)= ~ h(i1)a(i1+1,m,p-1) 

1
1
,1 

J 
- ~ h(i)a(i1 + 1, m,p -1). (A29) 

11=0 

Here we used the property h(O) =0. According to Eq. 
(A28), the first term in the right-hand side of Eq. (A29) 
is a{j,m,p) evaluated atj=O, thus 

j 

a{j, m, p) = a(O, m,p) - ~ h(i1)a(il + 1, m,p - 1) . 
11 =0 

(A30) 

On the other hand, a(i1 + 1, m,p -1) can be replaced by 
its equivalent expression computed from Eq. (A30) itself 
with j replaced by i l + 1, and p replaced by p - 1, Le., 

a(il + 1, m, p - 1) = a(O, m, p - 1) 
11+1 

_ ~ h(i2)a(i2 + 1, m, p - 2) . (A31) 

12=0 

We repeat the same procedure p times, on a(i2 + 1, m, 
p - 2), etc. After p iterations Eq. (A30) becomes 

p 

a(j, m,p)= ~ (-l)klk(j)a(O, m,p -k), (A32) 
k=O 

where the expansion coefficient Ik{j) is given by 

J il +1 I k_1 +1 

Ik(j) = ~ h(i1) ~ h(i2)' •• ~ h(ik) for k:;" 1 
il =0 ~=o ik=O 

(A33a) 

and 

Ik(j) = 1 for k =0 and any j . (A33b) 

The problem of calculating a(j, m,p) has now been re­
duced to determining the explicit expressions of the ex­
pansion coefficients Ik{j) for k *" 0. This is done by de­
riving a recursion relation for the Ik' s. 

E. Recursion relation for Ik (j) 

We first set j = ° in Eq. (A28) 

m-2p+l 
a(O,m,p)= ~ h(i1)a(i1+1,m,p-1), p:;"l 

11 =1 

(A34) 

and then replace in Eq. (A34), a(i1 + 1, m,p -1) by its 
value computed from (A32), where j is set to be il + 1 
and p is shifted to p - 1, 

m-2p+l P-l 
a(O, m, p) = ~ h(i l ) ~ (-1)klk(i 1 + 1) 

il =1 k=O 

Xa(O,m,p-k-1) for p:;"l. 

Equation (A33a) can also be written as 
J 

Ik(j) = ~ h(i1)Ik_1 (i1 + 1) . 
11=0 

(A35) 

(A36) 

This is a recursion relation for Ik{j) but it is a useless 
one because we do not know how to solve it. We will be 
using it to derive another relation more suitable to our 
purpose. 

In Eq. (A35), we perform the summation over il first, 
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and make use of the property (A36), where j is replaced 
by (m - 2p + 1) andk shifted to (k + 1). The result ofthese 
operations is 

P-1 

a(O, m, p) =~ (-1)k1k+1 (m - 2p + 1) 
k=O 

Xa(0,m,p-k-1) for p~l. (A37) 

Finally, in the above equation, we set m =j + 2p - 1, and 
obtain 

p 

a(0,j+2p -l,p) = -6 (-1)kIk(j)a(0,j+2p -l,p -k) 
k=1 

for p ~ 1. (A38) 

Using the property (A33b) we arrive at the desired form, 
p 

6(-1)k1k(j)a(0,j+2p-1,p-k)=0 forp~l. (A39) 
"=0 

This equation is used to calculate the closed form ex­
pression of 1,,(j) with the help of Eq. (A26). Setting p = 1 
and 2 in Eq. (A39) we obtain 

. . j(j+1) 
11 (J) = a (0, J + 1, 1) = 2 (2 j + 1) (A40) 

(A41a) 

Combining Eqs. (A40), (A41), and (A26a), we find that 
12 (j) can also be written as 

(A41b) 

Anticipating the final result, we generalize to 

(A42) 

The proof that 1k (j) is given by (A42) can be done by 
induction in the following way: We assume Eq. (A42) to 
hold for k = 0,1, ... ,p -1 and prove that it also holds for 
k =p by using the recursion relation (A39). Since the 
proof does not present any major difficulty we shall 
skip it. 

Combining Eqs. (A21), (A32), and (A42) we have at 
hand an explicit expression for the structure function 
(3(j,m,m -p), 

p 

(3(j, m, iii -p) =(3(j, m, iii)~(-l)ka(O,j +2k -l,k) 
"=0 

x a(O, m,p -k). (A43) 
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Using Eq. (A26b) it is worthwhile noting that a(O,j 
+ 2k - 1, k) is given in closed form as 

a(O,j + 2k - 1, k) 

1 r(k+j/2) r(k+(j+1)/2)r(j+k-i) 
= k! r(j/2) r«(j + 1)/2) r(j + 2k - i) . (A44) 

As special cases of Eq. (A44), we have 

a(0,j+2k-1,k)=0 for j=O,k*O, (A45a) 

a(0,j+2k-1,k)=1 for k=O. (A45b) 

Thus Eq. (A9) is reproduced by setting j = ° in Eq. (A43). 
Likewise Eq. (A8) can be derived from the general 
formula (A43) by setting p = 1. 

This completes the study of the structure function 
(3 (j, m , iii - p) for all possible values of p and j . 
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The analytic properties of the spin-weighted angular spheroidal functions introduced by Teukolsky are 
investigated by means of a series involving Jacobi polynomials. This approach facilitates the numerical 
determination of eigenvalues, particularly in the case of complex frequencies. 

1. INTRODUCTION 

Generalizations of angular spheroidal wavefunctions 
known as spin-weighted angular spheroidal functions 
were introduced by Teukolskyl in a paper dealing with 
perturbations of rotating black holes. These functions, 
which we shall denote by sS'm(Y;x) are defined as the 
eigenfunctions of the differential equation 

(1 _ 2) d 2 S _ 2x dS + (_ 2 2 _ m 2 + S2 _ 2msx 
x dx2 dx y x 1 _ x 2 1 _ x2 

- 2ysx + ~r(Y»)s = 0, (1) 

where sEr(y) is the eigenvalue. Clearly, when s = 0, 
Eq. (1) reduces to the usual spheroidal wave equation. 
In a later paper Press and Teukolsky2 used a perturba­
tion technique for small real Y to obtain solutions of Eq, 
(1) in the form 

sS'm(Y;x) = '0 ..AT,,(y) sY"',,(x'). (2) 

" 
For larger values of the parameter y Press and 
Teukolsky used a continuation technique due to 
Wasserstrom. 3 This technique is extremely powerful 
for the purposes of numerical computation. However, 
these methods are not suitable for the elucidation of 
the analytic properties of Eq. (1). 

In the present paper the analytic properties of the 
eigenfunctions of Eq. (1) are investigated by means of 
expansions of the form 

(1 -x) Im.sl /2 (1 + x) Im-sl /2 
sS'm(Y;X) = exp(yx) -2- --2-

x '0 ..Ai:;,>(y)p~'m+s'. Im-.I)(x) (3) 
r.O 

and 

(1 -x) Im+sl!2 (1 + X) Im-sl /2 
sS'm(Y;X) = exp(- yx) -2- --2-

~ 

x '0 sB::;,>(y)p~lm+.I.lm-sl)(x), (4) 
roO 

where p~"'. 8l (x) is the Jacobi polynomial and the coeffi­
cients ..A::;'>(y) and .Bi:;'>(y) satisfy separate three-term 
recurrence relations. Both of these recurrence rela­
tions give rise to a certain transcendental equation 
involving a continued fraction for the determination of 
the eigenvalues sEr(y). 

2. TRANSFORMATIONS OF THE DIFFERENTIAL 
EQUATION 

In order to investigate the eigenfunctions of the dif­
ferential equation (1), we transform this equation by 
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taking out the appropriate behavior of the eigenfunc­
tions at the singular points of the differential equation, 
namely x=-I, X= + 1, and x=oo. We find that near 
x=-1 the dominant behavior is (1 +x)lm-sl!2, near 
x = + 1 the dominant behavior is (1- x) Im+sI/2, and at the 
point at infinity the behavior is either exp(yx) or 
exp(- yx). We therefore introduce the abbreviations 

0'= Im+sl, 

(3=lm-sl, 

and introduce new functions sU'm(y;x) and .V'm(Y;x) by 
means of the equations 

(
I_X)"'!2(I+X)6/2 

.S'm(Y;x) = exp(yx) 2- -2- .U'm(Y;x) 

and 

Note that this implies 

(5) 

(6) 

(7) 

(8) 

s V1m(y;x) = exp(2yx) P'm(Y;x). (9) 

We readily find that sU'm(y;x) satisfies the differential 
equation 

d2U dU 
(1- x 2) dX2 + [(3 - 0' - (2 + 0' + (3)x + 2y(1 - x2)] dx 

+[~r(Y)+Y- 0;(3 (0;(3 +1)+Y«(3-O') 

- y(o + (3 + 2 + 2S)X] U = 0 

and that sV'm(Y;x) satisfies the differential equation 

d2V dV 
(1- X2) dx? + [(3- 0' - (2 + 0' + (3)x - 2y(l- x2)] dx 

+[~r..!Y)+Y- 0';(3 (~;(3 +1) -y«(3-O') 

(10) 

+Y(0'+(3+2-2S)x]V=Oo (11) 

3. EIGENFUNCTIONS AS SERIES OF JACOBI 
POL YNOMIALS 

The differential equations (10) and (11) are closely 
related to the differential equation for Jacobi poly­
nomials p~"'.6)(X). These polynomials, defined by the 
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Rodrigues' formula 

P~'" 8) (x) = ~-"~r (1 - x)" "(1 + xl'8(! )" 

[(1 - x)o:+n(1 + x)8+n], 

satisfy the differential equation 

(12) 

2 r!2 dV (I-x) dx2 + [13- a - (a + 13+ 2)x1cb: +n(n+ a + 13+ l)y=O 

to which both Eqs. (10) and (11) reduce when y=O, 
provided we make the identification 

..E':'(O) = [n + (a + f3)/2][n + (0. + 13)/2 + 1] 

or 

..E':'(O) =l(l + 1), 

where 

l =n + (0. + f3)/2=n+ max(lm I, Is I). 

(13) 

(14) 

(15) 

(16) 

Further, Jacobi polynomials also satisfy the recur­
rence relation 

p(o:,8)()_ 2(n+l)(n+O'+f3+1) Pn(+0:{8) (x) 
X n X - (2n+O'+f3+1)(2n+O'+f3+2) 

(0'2 - 132
) p(o:, 8) ( ) 

- (2n + Q + j3)(2n + a + 13 + 2) n ,x 
2(n+O')(I1+f3) (0:8) 

+ (211+O'+f3)(2n+Q+f3+1)Pn-{ (x) (17) 

and the differentiation formula 

(1 - x 2) ::x P~ 0:,8) (x) 

-2n(n+l)(n+Q+p+l) ("8) 
(2n+O'+f3+1)(2n+O'+f3+2) Pn+{ (x) 

+ (O'-f3)2n(n+O'+f3+1) p(o:,B)(X) 
(2n + a + f3)(2n + a + 13 + 2) n 

2(n + O')(n + f3)(n + a + p + 1) 
+ p~:{8)(x). 

(211 + a + f3)(2n + a + 13 + 1) 

(18) 

+ [..Ei'(Y) + 1 -(r+ a ;13)(r+ a; 13 + 1) 
+ 2ys(O'-f3)(O'+f3) 1 (r) 

(2r + a + j3) (2r + a + 13 + 2)J..Alm (y) 

_ 4yr(r + a + /3)(r + (0. + 13)/2 + s) LI (r-1> ( ) _ O. 
(2r+O'+/3-1)(2r+O'+/3) s"'m Y - , 

similarly the equations for the ..E;~(Y) are 

r pm( )+1_ ~+f3 (0'+13 +1) + 2(0 -13)SY] R(O)() 
/:' Y 2 2 (0'+13+2) ~'m Y 

(22) 

4y(O' + 1)(13 + 1)«0' + 13)(2 + 1- s) ..Ei;?(y) = 0 (23) 
(a + 13 + 2)(0' + 13 + 3) 

and, forr=I,2,o,., 

- 4y(r + a + 1)(r + 13 + l)(r + (a + 13)/2 + 1 + s) ..E:~+1>(y) 
(2r + a + 13 + 2)(2r + a + 13 + 3) 

+[..ET(Y)+I-(r+ 0';13) (1'+ a;/3 +1) 

+ 2ys (0' - 13)(0' + 13) ] (r) 
(2r + a + f3)(2r + a + 13 + 2) ..Elm (y) 

+ 4yr(r+ 0. + f3)(r+ (0' + f3)/2- s) B(r-1>() 
(21' + a + 13 - 1) (21' + a + f3) s 1m y, (24) 

At first sight it would seem from either Eqs, (21) 
and (22) or Eqs, (23) and (24) that a well-behaved solu­
tion of the original differential equation (1) exists for 
any value of the constant sET(y), since, given ..A1(~(Y)' 
all of the other ..A:~) may be determined uniquely via 
Eqs. (21) and (22). However, unless ..E7(y) is chosen 
appropriately, the ..A:~) increase without bound and 
the series (19) does not converge, It may be shown 
directly from Eqo (22) that for sufficiently large r, 
either 

(rl( const(- yt 
..AIm y)- r(r+ (a + 13+3)/2 - s) (25) 

Consequently, if we expand sU1m(y;x) and sVlm(Y;X) as or 
infinite series of Jacobi polynomials, 

~ 

sU1m(y;x)= '0 ..Ai~(y)p;o:,B>(x) (19) 
,.,.0 

and 
~ 

sVlm(Y;x) = '0 ..E:~)(y)p~",8)(X), (20) 
r=O 

we obtain three-term recurrence relations for the 
coefficients. Specifically, we find that 

[
Em( )+1_ O'+13(O'+f3+ 1)+2(O'-f3)SY] LI(O)() 
slY 2 2 a+ 13 + 2 s'~lm Y 

+ 4y(O' + 1)(13 + 1)«0' + f3)/2 + 1- s) LI (1)( ) _ 0 (21) 
(0'+/3+2)(0.+13+3) rim Y - , 

and, forr=I,2,o,., 

4y(r+ a + l)(r+ 13+ l)(r+ (a + 13)/2 + 1- s) LI (r+1> ( ,) 
(2r+ a + 13+ 2)(2r+ a + 13 + 3) s"lm) 
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( 
0.+13+1 ) ..Ai~) (y) - const(y)"rr l' + 2 + S 0 (26) 

For the case of Eqo (26) the coefficients increase in 
absolute value without bound and the series (19) di­
verges for all values of x, In the case of Eq, (25), the 
series (19) converges uniformly in the finite complex 
x planeo 4 By an argument analogous to that given by 
Flammer5 (cf. also Meixner and Sch~i.fke, 6 Sec. 1-8), 
this convergence requires that sET(y) satisfy a certain 
transcendental equation, which is most conveniently 
formulated in terms of continued fractions, 

4. DETERMINATION OF THE EIGENVALUE 

In order to obtain the equation which determines the 
eigenvalues ..ET(y), we find it convenient to define 
quantities ~:m(y), and ..K~m(y), and sL~m(y) by 
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Im()_ 2y(r+CI)(r+/3)(2r+CI+j3-2s) sAl;/(y) 
lV, y - (2r + CI + j3)(2r + CI + 13 + 1) ..A 1;;.-1> (y) , (27) 

1 (CI + 13) ( CI + 13 +) 2 2 ys (CI - 13)( CI + j3) 
;<rm(y)= r+-2 - r+-2 - 1 -y - (2r+CI+j3)(2r+CI+j3+2) , (28) 

Im( ) _ 2y(r+ CI)(r + ,B)(r+ ~ + j3)(2r + CI' + 13 + 2s)(2r + ~ + 13 - 2s) 
~, y - (2r+CI+j3)(2r+CI+j3+3)(2r+CI+j3-1) • 

(29) 

where we have made the assumption that none of the 
..A);;'> vanish, 

Equation (21) may now be written as 

sNlm(y) - ;<~m(y) + sE~(y) = 0 (30) 

and (22) may be written as 

sN;m(y) = ~;m(y)/[~~(y) _ ;<;m(y) + sN;!'1 (y)] (31) 

or as 

(32) 

These expressions suggest that our treatment should 
be based upon continued fractions. Define quantities 
lV;'m(y) in terms of infinite continued fractions by 

.N"m( ) _ ~:m(y) 8M!'1 (y) 
r Y - sE~(y) - ;<;m(y) + sE~(y) - ;<;!'1 (y) + 

(33) 

From the analysis given by Perron, 7 this infinite con­
tinued fraction is convergent for all values of sE~(y). 
Consequently, from the definition (33) we have 

s'v;lm(y) = sL;m(y)/[~~(y) - ;<;m(y) + sN;!j(y)] (34) 

so that we can satisfy Eq. (31) by taking 

sN~m(Y)=sN;lm(y), (35) 

with sN;lm(y) given by (33), But by iteration of Eq, (32) 
with the condition ..A:;;'> (y) = 0 for r < 0 we also have 

I\Tlm () T<lm() Em() + .L~m(y) 
""',,1 y = .... y y - slY sK;:t(y) - sE~(Y) 

*;:'1 (Y) sL!m(y) 
+ ;<;:'2(y) - ~~(y) + ... + 8K~m(y) - ~T(y) , 

(36) 

Equating this continued fraction with the infinite con­
vergent continued fraction lV;!j(y) obtained by putting 
r = r + 1 in Eq. (33) gives rise to a transcendental equa­
tion for the determination of the eigenvalue ~~(y); 
specifically 

H'm( ) _ T<lm( ) .Mm(y) .L~:'1 (y) 
~IY-"'·r Y T<lm()_ H'm() vlm() H'm( + ... ·y-l Y ~I Y + ... ·y-2 Y - ~I y) 

sLlm(y) + .M'.:'I(Y) 
+ ;<~m(y) - sET(y) ;<;!'1 (y) - ~~(y) + 

1 sL;:2 (y) • • • (37) 
+ ;<,':2(y) - ~~(y) + ' 

where r is less than or equal to the least value of 1, 

We wish to obtain a series expansion of the form 
~ 

sE~(y) = E sfim"? 
j>~O 
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(38) 

lIn light of Eqs, (15) and (16), it is convenient here to 
put r = l- max( I m I, I s I) in Eq. (37), The coefficients 
sfim are then obtained by substituting Eq, (38) into Eq, 
(37) and successively raiSing each denominator up to 
its associated numerator by binomial expansion and 
then equating coefficients, (Note that the smallest 
eigenvalue has 1 = max( I m I, I s I), If we let 

(39) 

where 

CI; 13 =max(lm I, Is I) and CI; 13 = max(:I, Is I) , 

(40) 

then the first seven coefficients are given explicitly by 

sform = 1 (l + 1), 

sflm = - 2s2m/l (l + 1), 

.h'm = H(l + 1) - H(l) - 1, 

1m 2 [H(l) H(l+ 1) ] 
sh =2s m (1-1)l2(1 + 1) - (l + 2)(1 + 1)2l ' 

1m 4 2[ H(l+l) H(l)] 
sf4 =4s m (1+2)2(l+1)412 - (1-1)2l 4(1+1)2 

! [H2(1 + 1) + H(l + 1)H(1) _ H2(1)] 
+2 (l+1) (l+l)l 1 

1m 6 3 [H(l) H(l + 1) ] 
sf5 = 8s m (1 _ 1)316(1 + 1)3 - (I + 2)3(1 + 1)613 

2 [3H2(l) [7Z 2 + 7l + 4]H(Z)H(l + 1) 
+ s m (l- 1)Z3(Z + 1) - (l- 1)l3(l + 1)3(l + 2) 

3H2(l+1) !( 3l+7 H(l+1)H(1+2) 
- (l + 2)(l + 1)3l + 2 (l + 3)(l + 3 2)(l + 1)3l 

[3l- 4]H(l)H(l- 1) )] 
- (l- 2)(l - 1/2)l3(l + 1) , 

Im_ 8 4[ H(l+l) H(l)] 
sfs -16s m (l+ 2)4(l+ 1)8l4 - (l- 1)4l8(l+ 1)4 

4 2[ 3H2(l + 1) 
+4s m (l+2)2(1+1)512 

[l1l4 + 2213 + 3112 + 201 + 6]H(l)H(l + 1) 
+ (1- 1)215(l + 1)5(1 + 1)2 

E.D. Fackerell and R.G. Crossman 
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+ .! [2H3 (l + 1) + .c.::[ 2"-l2_+_4=,l:-o+-=3:....LJH-=-2-:-li(l-'-)H_(~l_+=1) 
4 (l+ 1)2 l2(l+ 1)2 

[2l 2 + 1J~(l + l)H(l) 2H3(l) 
- (l + 1)2[2 -Z2-

+ [l + 2JH2(l + 2)H(Z + 1) [Z-l 2H2(Z_ l)H(l) 
4(Z+3/2)2(l+1)2 - 4(l-12)l 

+ [Z - 1 J[7l- 3 JH2 (l)H(Z - 1) 
4(l- 1/2)2Z2 

[l + 2][7l + 1 0]H2 (I + l)H(l + 2) 
4(1 +3/2)2(l + 1)2 

-I- [Z -I- 3]H(l -I- l)H(l -I- 2)H(l -I- 3) 
12(1 -I- 3/2)2(l -I- 1) 

[z - 2]H(l)H(1 - l)H(I- 2)J 
- 12 (l - 1/2)2l • 

(41g) 

These coefficients may be used to give a first ap­
proximation to the eigenvalue. Successively closer 
approximations, together with accurate values of the 
.,N:"'(y) may be made by use of the method of Blanch9 

and Bouwkamp. 10 Finally the value of "A:~)(y)/ "A~~(y) 
is given by 

A 1:;/(1') _ «a -I- (3)/2 + l)r«O' -I- {3 + 1)/2 -I- l)r 
"Al~)(Y) - yr(o -I- l)r({3 + l)r«O: -I- (3)/2 - 5 -I- l)r 

x fI .,N}"'(y). 
j.1 

The quantities ..Hi;; may be handled in a similar 
fashion. By defining the quantities iv!;m, for integral 
r? 1 by 

(42) 

S Mr'm(v) = y(r -I- O')(ex -I- (3)[r -I- (a -I- (3)/2 + 5 J sBl~(y) 
I [r-l-(O'-l-{3)/2][r-l-(o-l-{3-1-1)/2] ..B:~-O(y)' 

(43) 

we find that sM;m(y) satisfies precisely the same equa­
tions as sN;"'(y). Again the requirement that the series 
(20) should converge leads to precisely the same 
eigenvalue for the solution (20) as that obtained from the 
series (19). Consequently, sM;m(y) = sN;m(y). 

From Eqs. (27) and (42) we find that 

sBi~(Y) _.Bi~('/)(_l)r«ex-l-{3) 2-5-1-1)r 
"A:~ (1') - "Al~ (1') «a -I- (3) 2 -I- 5 -I- l)r • 

(44) 

However, provided that 25 is a positive integer, 

«0 -I- {3) 2 - s + I), _ «a -I- (3)/2 - s -I- 1)zs 
«0 + {3) 2 -I- s -I- l)r - «0 -I- (3)/2 - s -I- r -I- 1hs • 

(45) 

Consequently, 

sBl:;/(y) _ (_ l)r sBl~) (1') «ex -I- (3) 2 - s -I- 1) s (46) 
Al~)(Y) - "A:~(y) «0 -I- (3) 2 - 5 -I- r -I- 1)z. , 
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and in a similar fashion we also have 

(47a) 

and 

-Al~(y) «ex-l-{3 2-s-l-1}z _ .. A)~(y) 
"A:;; (1') = «0 -I- (3) 2 - 5 -I- r -I- 1)2s "A:~)(y) . (47b) 

5. NORMALIZATION 

So far we have been able to show that the convergence 
of either (19) or (20) leads to an equation for the deter­
mination of the eigenvalues .Ei(Y) and that, given a 
correctly determined eigenvalue, the two sets of co­
efficients "Ai~) (1') and ..Bi':.: (1') are determined for posi­
tive integral values of r in terms of "A:~ (1') and ..Bi~ (1'). 
We now come to the problem of the normalization of 
the solution. Clearly, two conditions are required to 
determine the two unknowns, "A:~(y) and sBl!>(y). One 
of these conditions may be obtained by substituting 
x=l in Eqs (9), (19), and (20) to obtain 

00 B(r)() 
R(O)(y) 6 s 1m I' (r-l-O')(r-l-O'-1) 

r'lm roO ..H:~)(Y) 

00 A (r)( ) 
=exp(2y)"A;!>(y)6 LI/(~)(Y) (r-l-o)(r-l-ex-1). 

,=0 5"lm I' 

Provided neither of the infinite series vanishes, we 
obtain an equation for sB i~) / "Ai2:. An equation for 
"A:~)(Y)..B:2:(Y) is provided by the normalization 
requirement 

j '1 2 
_1 [sS'm(y;X)J dx = 1 

(48) 

(49) 

since we can use (3) and (4) to write this equation as 

LI(O)() R(O)() f1(1-X)<>(1-1-X)a[~ AI::l(Y)p(<>.a)(X~ 
sH'm I' r'lm I' 2 2 LI (0)(1') n 

-1 n=O "'>Im 

x [i: sBi~ (1') p(<>. a)(X)] dx = 1 
~ ..Bi~(Y) r , 

(50) 

which, in view of the uniform convergence of (19) and 
(20), becomes, on using Eq. (44), 

00 2(-1)T(r + a + l)r(r + {3 -I- 1)(1 -I- (a -I- (3) 2 - s)r 
Eo (2r-l- ex -I- {3-1- 1)r! r(r + () -I- {3-1- 1)(1 -I- (0: + (3) 2 -I-5)r 

[
AI:;! (1')]2 1 

x "A:~)(y) = ".4:2:(1') ..B:2:(y) • (51) 

Consequently, we have equations for both "Ai~)(Y)..Hi2:(Y) 
and "Ai~(Y)/ ..Bi2:(y). The final determination of "A:~(y) 
and . .Bi~(Y) is made by the requirement that the real 
part of "A;2: (1') is to be positive. 

6. REVERSING THE SIGN OF THE SPIN WEIGHT. 
RAISING AND LOWERING OPERATORS 

Recently Teukolsky and Press11 have given an explicit 
local transformation between quantities of opposite spin 
weight. In this section we rederive their results using 
our series (3) and (4). We begin by defining operators 
nT;;' and nT; by the equations 

T:Q=- (l_x2) -- -- - -- Q 1/2 
(

d III nx) 
n m dx 1 _ x 2 1 _ x 2 (52) 
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and 

21/2(d m nx) nr;,Q==- (I-x) ax + l-x2 + l-x2 Q. 

Straightforward though tedious application of the 
identities (17) and (18) together with 

! P~""B)(X) == ~(n + 0' + (3 + l)p~:'tl,B+1>(x) 

then gives for s > 0 the results 

[(
I_x)"'/2(I+X)B/2 ] 

<1_s)T;;, (2-s)T;;,··· sT;;, -2- --2- p;""B) 

= (-1) 1:s+(8-"')/2 J(0' + (3 - s + r + 1) 
2 2s 

x __ -- p(B, a) 
(
l_x)B/2(1 +x)a/2 

2 2 r 

and 

= (_ 1)[8+("'-B) /2J (0' + (3 _ s + r + 1) 
2 2s 

X __ __ p""B) 
(
l_x)"'/2(I+x)B/2 ( 

2 2 r· 

Consequently, if we define the operator Ln by 

LnQ=- (I_X2)1!2(!_ l:Zx2 +1'- I~X2)Q, 

note that 

Ln(exp(- yx)Q) = exp(- yx) nT;;,Q 

(53) 

(54) 

(55) 

(56) 

(57) 

and use Eqs. (8), (20), (47a), and (54), we find that 

L_s+1L_s+2••• Ls sS,,,, (I'; x) 

= (_I)["(8-",)/2J _j;~~~) (0'; (3 - S + 1) 2s _sS,,,,(y;x) 

(58) 

(59) 

say. But by a result of Teukolsky and Press l1 the con­
stant C s can be determined for any positive integral 
2s. The only cases of interest are s == t, 1, 2 for which 
we have 

and 

C1/ 2=- (Q+i)1/2, 

C1 = (Q2 + 4ym _ 4y)1!2, 

C2 = {(Q2 + 4ym - 4y)[ (Q - 2)2 + 36ym - 36y] 

+ (2Q - 1){96y2 - 48ym) _144y}1/2, 

where 

Q == ..ET(y) + y - 2ym. 

Thus 

_~:~ (I') = (- 1)[s+(B-a) /2J «0' + (3)/~ - s + Ihs .B:~, 
s 
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(60a) 

(60b) 

(60c) 

(60d) 

(61) 

which enables us to determine _~:~(y), once ..Bl~(Y) 
is known. On using (47a) we also have 

_..B:~(y)==(_I)[s+(8-a)/2J «0' + (3)/2-
c

S +r+lhs ..Bl:;'>. 
s 

(62) 

If we define L~ by 

L t Q=_(I_X2)1/2(.E....+ ~ - y-~) Q 
n ax I_~ I-~ 

and proceed in a similar fashion using Eqs. (7), (19), 
(47b), and (55), we obtain 

In order to make the normalizations consistent, this 
latter expression must also be equal to 

Cs,S,,,,(y;x) • 

Thus 

-..Al~ (I') = C .(0' ; (3 - s + 1) 2. (- I) [,+(a-B) /21 ..Al~ (I') 

TABLE 1. Typical eigenvalues for a range of aw. 

s~2 l~4 m=5 
aw Eigenvalue 

Real Imag. Real Imag. 

2.50 2.50 17.39773077 - 5. 66344689 
2.50 2.00 17.01558312 -4.56332174 
2.50 1.50 16.61410548 - 3.45766590 
2.50 1.00 16.28167956 - 2. 32605871 
2.50 0.50 16.06600456 -1.16997224 
2.50 0 15. 99158250 0 
2.00 2.50 18.57791007 - 5. 27323127 
2.00 2.00 18.10954737 - 4.13986680 
2.00 1.50 17.69356737 - 3. 08480799 
2.00 1.00 17.36799810 - 2. 05365496 
2.00 0.50 17.16145520 -1. 02705010 
2.00 0 17.09077118 0 
1.50 2.50 19.74556118 -4.69370520 
1.50 2.00 19.15136680 - 3. 65113239 
1. 50 1.50 18.68072323 - 2. 69303775 
1. 50 1.00 18.33328939 -1.77884449 
1.50 0.50 18.11917091 - O. 88539869 
1. 50 0 18.04677552 0 
1.00 2.50 20.76262438 - 3. 97052818 
1.00 2.00 20.07601364 - 3. 08172634 
1.00 1.50 19.54581684 - 2. 26033668 
1.00 1.00 19.16479619 -1.48497071 
1. 00 0.50 18.93421146 - O. 73644245 
1.00 0 18.85693205 0 
0.50 2.50 21. 60196115 - 3. 16~~34833 
0.50 2.00 20.84741563 - 2. 44354058 
0.50 1. 50 20.26302111 -1.78229220 
0.50 1.00 19.84603024 -1.16507990 
0.50 0.50 19.59561798 - O. 57586109 
0.50 0 19.51206790 0 
0 2.50 22.26768762 - 2. 28909746 
0 2.00 21. 44873661 -1. 74532034 
0 1. 50 20.81323599 -1. 26012241 
0 1.00 20.36086577 - O. 81750859 
0 0.50 20.09013160 - 0.40216282 

(63) 

(64) 
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TABLE II. Typical expansion coefficients. 

s=2 1 = 4 

aw = 1. 5 + i2. 0 Eigenvalue = 18. 80496813 - i4. 41751318 

r Real Imag. 

0 0.912373602 - 0.329432964 
1 - 2.239413164 1. 766013426 
2 3.191155441 0.090524274 
3 -1.521163756 -1. 668853332 
4 - 0.124857053 1.194768320 
5 0.426436151 - O. 292867252 
6 - 0.180807050 - O. 051354958 
7 0.023383874 0.054379069 
8 0.007732272 - O. 014543782 
9 - 0.004040707 0.000744673 

10 0.000697596 0.000613857 
11 0.000011122 - O. 000191956 
12 - O. 000030202 0.000020811 
13 0.000006185 0.000001970 
14 - 0.000000366 - O. 000001007 
15 - O. 000000089 0.000000140 
16 0.000000024 - O. 000000002 
17 - O. 000000002 - O. 000000002 
18 - O. 000000000 0.000000000 

and so 

(65) 

Note that (62) and (64) require that this normalization 
be equivalent to 

(66) 

and, consequently, 

(67) 

7. NUMERICAL COMPUTATION 

The analytic techniques developed in this paper have 
been used by one of us (R. G. C.) to implement a com­
puter program for the calculation of the eigenvalues 
and the expansion coefficients for a given frequency 
and for given values of s, l, and m. A featUre of this 
program is that the eigenvalues are obtained to high 
accuracy (more than eight significant figures for both 
real and complex values of y). Some typical eigenvalues 
and expansion coefficients are given in Tables I and II. 
The program has been checked both by comparison with 
published results for the eigenvalue for real frequencies 
and also by the use of the raising and lowering identities 
(66) and (67) in the case of complex frequencies. 
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m=5 

Real 

0.146796596 
-1.755579943 

1.116787865 
0.948655825 
0.267:33912:3 
0.017802430 

- 0.010827490 
- O. 003767549 
- 0.000474301 

0.000024218 
0.000019049 
0.000003030 
0.000000112 

- O. 000000042 
- O. 000000009 
- O. 000000001 

0.000000000 
0.000000000 
0.000000000 

8. CONCLUSION 

Imag. 

- 6.114384929 
- 5. 731174356 
- 2. 649810011 
- O. 366449175 

0.137361234 
0.075593104 
0.014324403 
0.000134193 

- O. 000549990 
- O. 000127115 
- O. 000009885 

0.000001384 
0.000000473 
0.000000052 

- O. 000000000 
- O. 000000001 
- O. 000000000 

0.000000000 
0.000000000 

We have shown how the analytic properties of spin­
weighted angular spheroidal functions may be investigat­
ed by the use of infinite series of Jacobi polynomials. 

*Part of the work was carried out whilst the author was at 
Monash University, Clayton, Victoria. 

lS.A. Teukolsky, Astrophys J. 185, 635 (197:1). 
2W.H. Press and S.A. Teukolsky, Astrophys. J. 185, 649 
(197:3). 

3E. Wasserstrom, J. Compo Phys. 9, 53 (1972). 
4Remark (3) following Theorem 9.2.1 in G. Szego, Orthogonal 
Polynomials, American Mathematical SOCiety Colloquium 
Publications, Vol. XXIII (American Mathematical Society, 
Providence, R. I., 19:39). 

5Carson Flammer, Spheroidal Wave Functions (Stanford U. P., 
Stanford, California, 1957). 

6J. Meixner and F. W. Schiifke, Mathiellsche Fllnktionen und 
Spharoidjunktionen (Springer-Verlag, Berlin, 1954). 

70. Perron, Die Lehre von den Kettenbruchen (Teubner, 
Stuttgart, 1957), 3rd. ed., Vol. II. 

8For s = 0, Eq. (41d) gives the value 2[111 2 -l(l + 1) + !lI 
(2l -1) (2l + 3) which agrees with the corresponding expression 
for s = 0 given by Flammer in Ref. 5. The expression given 
by Press and Teukolsky [Eq. (~3)-(10) of Ref. 21, however, 
differs from this and is wrong. 

nG. Blanch, J. Math. and Phys. 25, 1 (1946). 
lOCo J. Bouwkamp, J. of Math. and Phys. 26, 79 (1947); also, 

Philips Res. Hep. 5, 87 (1950). 
11S.A. Teukolsky and W. H. Press, Astrophys. J. 193, 443 

(1974); see also A.A. Starobinskirand S.M. Churilvo, Zh. 
Eksp. TeoI'. Fiz. 65, 3 (1973) [Sov. Phys. JETP 38, 1 
(1974)]. 

E.D. Fackerell and R.G. Crossman 1854 



                                                                                                                                    

Generalization of the inversion equations and application to 
nonlinear partial differential equations. I 

Henri Cornille 

Cen-Saclay. B. P. N'2. 91190 Gif-sur-Yvette. France 
(Received 17 December 1976) 

The generalization of the inversion equations corresponding to a system of 11 linear coupled equations is 
obtained in two different cases: first for the second order differential linear operator /J. 2(xl [3 2/ax2_ VoC,,) 1 
and second for the linear first order operator /J.(xla/ax. For the latter (which is an extension of the 
2 X 2 case of Ablowitz et al. 1 we consider only a twofold eigenvalue problem for the 11 X 11 system, leaving 
the more general case to a subsequent paper. The equations of inversion are obtained by simple algebraic 
method, without considering both the direct and inverse scattering problem as in the classical method 
and without investigating the properties of the Jost solutions in the complex eigenvalue plane. Always 
using pedestrian algebraic method, and assuming that the kernel of the integral equation satisfies a linear 
partial differential equation, we deduce, for the solution of the integral equation, the corresponding 
nonlinear part of the evolution equation. In this way we show that the explicit construction of the 
classical solvable nonlinear evolution equations can be extended in two cases: coupled equations and 
substitution of /J.(x)a/ax fora lax. 

I. INTRODUCTION 

In recent years, the method of inverse scattering has 
appeared as a useful tool in order to solve a class of 
physically interesting nonlinear partial differential 
equations1 (n. 1. p. d. e.). This method was first applied 
by Gardner, Greene, Kruskal and Miura2a to the KdV 
equation, reviewed by Larb in an alternative formula­
tion which permitted Zakharov and Shabat2C to solve the 
Schrodinger cubic equation. Subsequently,2d the sine­
Gordon being also reducible to this method led 
Ablowitz, Kaup, Newell, and Segur2e to the conclusion 
that all these cases can be solved by the study of an 
associated 2 x 2 system of first order linear differential 
equations for which the coefficients or "potentials" are 
the solution of the nonlinear evolution equations. 

Thus there exist n.1. p. d. e. which are associated 
with a linear system (time independent)of eigenvalue 
equations whose spectrum remains invariant under the 
evolution in time of the coefficients; they are a complete­
ly integrable system. We are mainly faced with the 
problem of the reconstruction of the coefficients 
("potentials") of these linear systems. The classical 
method1- 3 consists of the study of the direct and inverse 
scattering problem and of the investigation of the cor­
responding Jost functions in the complex eigenvalue 
plane. 

However, the method of derivation of the inversion 
equation becomes more and more complicated as we 
can see for the second order eigenvalue problem (Ref. 
2 for the 2 x 2 system and Manakov3a for the 3 x 3 sys­
tem) as well as for the third order3b eigenvalue problem 
(Zakharov, Manakov, and Kaup). In the general nth 
order eigenvalue and m x m linear system4 (m ;, n) even 
if one can write down the expected n.l. p. d. e. (see 
Ablowitz and Haberman, it is not obvious whether or 
not one can explicitly deduce the corresponding inver­
sion equation using th~ classical method recalled above). 

So we must find another entirely different method 
which could be easily generalized to an arbitrary nth 
order eigenvalue problem and arbitrary m x m linear 
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system and this is the first aim of the present paper 
and of the subsequent one. 5 

However, for a second order differential equation, in 
the scalar case, a method giving the inversion equa­
tions, which does not at all require the study of the Jost 
function in the eigenvalue plane, was recently given. 6 

We sketch here very briefly this method because it is 
the object of the present paper to generalize it (Sec. II) 
to second and first order (twofold eigenvalue) differen­
tial equations and the arbitrary n x n matrix case. 

(i) We start from a second order differential operator 

D.o = Jl 2(x) (:~2 -Vo(x)) , (1) 

where fJ. and Vo are arbitrary. We associate a kernel 
F satisfying 

0d F = [D.o(x) - D. o( y)]F(x, y) = 0, 

limF(x, y) = limF(x, y) = 0, 
x-a y"a 

F=~ ¢~(x) ¢~(y)Cn 

and where ¢~ is an eigenvalue D.orp~ = 0nrp~ (the sum L: 
could be as well an integral or both). a is a fixed 
constant. 

(ii) We assume that there exists a unique Fredholm 
type solution K(x, y) of the integral equation 

(2) 

(3) 

K(x,y) +F(x,y) + Ix" F(s,y)K(x, s) W 2(s)ds (4) 

(except perhaps for discrete values x1' x2' ••• ). 

(iii) We assume the following boundary condition: 

lim {K(X,S)-aO F(S,Y)-F(S,Y)-!--K(X,S)} =0. (5) 
s'" a S uS 

(iv) We define a reconstructed second order operator 

D.=D.o+2fJ. d~ (~(;))) =Jl
2 (~- V(X)) 

2 d (K) A 

V= VO-Ii dx Ii" ' K=K(x,x), 

(6) 
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where V is the reconstructed potential and Vo the com­
parison potential. If (i), (ii), (iii) and (iv) are satisfied 
then we got the Property I: 

[A(X) - Ao(Y) ]K(x, y) = 0. 

(v) We consider an eigenfunction V~ of Ao such that 
AoV~=YnV~, 

(vi) We define a function Vn such that 

Vn(x) = V~(x) + 1a V~(s) K(x, s) jJ. -2(s) ds. 
x 

(vii) We assume the boundary condition 

(7) 

(8) 

lim {K(X, s) aO
. V~(s) - V~(s) -!- K(x, S)} = 0. (9) 

s - a S uS 

If the assumptions leading to Theorem I as well as (v), 
(vi), (vii) are satisfied, then we have the Property II: 

(A-yn)Vn=O, [jJ.2U:2-V)-YnJVn=O. (10) 

Thus Eq. (4) is the integral inversion equation corre­
sponding to the scalar, second order differential equa­
tion (10), and in order to obtain this result we use only 
pedestrian algebraic relations. Over the traditional 
method we also gain two other advantages. First as is 
widely discussed in Ref. 5, the kernel F and conse­
quently K and the potential V could be eigenvalue de­
pendent if Vo (or Aol contains a const jJ. -2 term). This 
open door gives the possibility of reconstructing energy 
dependent or angular momentum dependent potentials. 
(On the contrary we recall that in the traditional method 
the investigation of the direct problem is done with en­
ergy independent potentials). Secondly, we have at our 
disporal an arbitrary jJ.(x) function, and so we enlarge 
the class of inversion equation, encompassing, for 
instance, the inversion at fixed k or at fixed 1. 6 

In Sec. III we extend the Ablowitz et al. method,2d 
giving the possibility of finding (without explicitly con­
structing the solutions) the n. 1. p. d. e. associated with 
a linear differential system. We consider the system of 
linear operators D(x) = jJ.(x) a/ax, with twofold eigen­
values in the matrix case. The main result is that the 
classical solvable n. 1. p. d. e. are members of a larger 
family of exactly solvable n.!. p. d. e., where a/ax is 
replaced by Do(x) = jJ.(X) a/ax. In Sec. IV we consider 
alone the inversion equation which was established in 
Sec. II B for the linear matrix operator jJ.(x) a/ox with 
a second order eigenvalue problem. We introduce as 
usual the time as a parameter. Investigating the prop­
erties of the solutions when the kernels satisfy linear 
partial differential equations (1. p. d. e. ) we show that it 
is possible to determine directly (and we do) the corre­
sponding n.1. p. d. e. That this possibility may exist 
results from previous works by Gardner et al. 2a for the 
KdV and by Zakharov and Shabat4 for other cases. In 
this way we get classical coupled n.l. p. d. e., and we 
extend their properties in two directions. First we 
show that they can still be completely integrable if a/ax 
is replaced by Do(x). Secondly from the solutions of 
the inversion equations depending on two coordinates 
variables x and y we deduce the n. 1. p. d. e. satisfied 
by the three variables (x, y, t) and only at the end do we 
restrict to y =X. 
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It appears very convenient to define an algebra of ma­
trices in such a way that our problem originally written 
in an n x n space is finally reduced to a 2 x 2 space. In 
this way, the n. 1. p. d. e. are primarily obtained in a 
matrix formulation and finally written down with scalar 
quantities. In the last section (V) we derive some prop­
erties of the inversion equation (studied in Secs. II-IV) 
and, for particular degenerate kernels, explicitly con­
struct the solutions of the corresponding n. 1. p. d. e. 

In concluSion, in order to construct explicitly the 
solutions of the exactly solvable n. 1. p. d. e., it is 
sufficient that the kernels of the inversion equations 
satisfy well-defined 1. p. d. e. (and boundary conditions) 
whereas any reference to the scattering problem, 
corresponding to the linear associate system, does not 
seem very crucial. 

II. GENERALIZATION OF THE INVERSION 
EQUATIONS IN THE MATRIX CASE 

We follow the scheme briefly sketched in the intro­
duction for the scalar case and second order differen­
tial equation. 6 

A. Second order differential operators 

(i) We define a scalar and a matrix second order 
differential operators 

D,lx) 0"' Ix) U;, -v,(x)), a, ~ /D, ~ (~' •.• ~} 
0d =Do(x) -Do(y), 

(11) 

where jJ. and Vo are arbitrary x functions, I the identity 
matrix; and we associate a set {FH of scalar kernels 
such that for i = 1, ... ,n, j = 1, ... ,n, 

OdF~(x,y)=O, limF~(x,y)=limF~(x,y)=O, (12) 
x'" a y .. a 

where a is a fixed constant, for instance, ± 00, 0, or any 
other fixed value. There exists a general method of 
constructing such kernels. Let us consider the eigen­
functions AoCP~ = 6nCP~ and associate the kernel 

(13) 

the Cl(n) being constants. The sum 2:n in (13), which 
1 

can be an integral f can include discrete terms as well 
as a continuum. If lim" _ a CP~(x) = 0, both conditions in 
(12) are satisfied. 

(ii) We define a matrix (nXn) kernel] and a matrix 
(nXn) solution K 

_(~10"~~) _(~ ... ~) J- . . K-· . o. •• 

F1 F.: K1 K;: 
of a Fredholm type integral equation 

K(x,y)=](x,y)+ 1" ](s,ylK(x,s)jJ.-2(s)ds, (14) 
" 

where the weight function jJ. -2 is a scalar. We assume 
that the Fredholm type solution of Eq. (14) exists and 
is unique (except perhaps for discrete values xl, X2, ••• ). 

(iii) We consider the boundary conditions 
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\i!~ {( il~ F)(s, yl) K!(x, s) - F~(S, y) a~ K1(x, S)} = O. 

(15) 

Applying the boundary condition (12) to Eq. (14), we 
get lims _ aK(x, s) = limx -aK(x, s) = O. It follows that in 
general (15) is satisfied. In the following we always 
assume that this is the case 

(iv) We define the transposed matrix K T, 

K
T

= (1"'7) ; 
K~' "K;: 

f2r a scalar lex, y) we define fJx, x) and for a matrix 
iJ1 = (M}(x, x». It follows that KT =KT(X, x). We define 
a matrix second order differential operator: 

6=6o+2fl d~ (~T) 

= (~. +,'" (kl/"), •. ""<K;/~~) (16) 

2fl (14,/ fl)x Do + 2Jl (K;:/ il)x 

6=il
2 
(IaS- V), V=IVo- ~ :x (~T) , 

where V is the reconstructed matrix potential and Vo 
the comparison scalar potential and I the identity matrix. 

Property I: If (i), (ii), (iii), (iv) are satisfied, then we 
get for the matrix K: 

(17) 

In the proof of this property we shall use the following 
lemma. 

Lemma I: Let F, L, M, be scalar functions with OdF = 0 
and the coupled functions {F, M} satisfying the boundary 
conditions (iii). Then if 

L(x, y) =F(x, y) + .c F(u, y) M(x, u) Jl-2(u) dU, 

it follows that 

Od L == 1" W 2F(Od M)ds - 2fJ (x)F(x,y)(i1!illx· (18) 

From the integral Eq. (14) and applying Lemma I, we 
get 

UdK = - 2il J(J(/Jl)x + J: il-2 ](OdK) ds, 

2 JlK(K/ jJ.)x = 2il J(K/ jJ.)x + La Jl-2 (s)J2p (x) K(K/ j.J.)x ds. 

(19) 

The homogeneous integral equation corresponding to 
Eq. (14) having only the trivial solution, we get 

OdK + 2{J.K d! (i) = 0, 

(17') 
o KT + 2Jl ~ (KT) KT = O. 

d dx JJ. 

(v) We consider an eigenfunction U~ such that DoU~ 
= YnU~, We write for these eigenfunctions (Yn, U~) a 
different notation from that of the eigenfunctions (on, rf>~) 
with which we build our kernel F; because U~ is not 
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necessarily a function of the set {rf>~}. We define a set 
of eigenfunctions {if)J} such that 

~1~ (",~U} ~j~ ~,.~uV 
j=l, ... ,n, i=l, ... ,n, 0I,i=l, 0J,;=O forj*i 

(6 0 - YnI)(lJ,If, <pg, ••• , <P~) = (0). 

. 
U~OJ.; + la j.J. -2Kf(x, s) U~(s) ds , j> 1. 

(vii) We assume the following boundary condition: 

lim {K{(X, s) ~il U~(s) - U~(s) -!- K{(x, S)} = 0. 
S-a uS uS 

We recall that lims_aK{(x,s) ==0. If either 
lims_a(a/as)K{(x,s)=O or lims _ aU~(s)=O, then in 
general Eq. (22) is satisfied. 

(20) 

(21) 

(22) 

Property II: If the assumptions leading to the Property 
I are satisfied and if further (v), (vi), (vii) are verified, 
then <p j is an eigenfunction of the differential operator 6: 

(6 - Iyn)(<Pt , <P2, ••• ,<Pnl = (0), 

(tl. - II' ) == • ; (23) 

(

Do - Yn + 2Jl(R1/j.J.)x, ••. , 2Jl(E;/j.J.)X) 

n 2Jl(~/Jl)", ••• , Do _ Yn + 2JJ.(j{~/ll)" 
and for the proof of Eq. (23) we shall use the following 
lemma. 

Lemma II: If the assumptions of Property n are satis­
fied, then 

[Do(x) - Yn] La J.L -2(S)U~(s) K{(x, s) ds 

=-2J.L(x)U~(x)(kn,,+ J~a Jl-2U~Udl<{ds. 

Applying this lemma, we get 

(6 - Iyn)(<P1, <P2, ••• , <Pn) 

=fa UO I1-2 [0 KT+2j.J...£ (KT) KT]dS=(O) 
n d dXil ' 

x 

(24) 

where we have used Property I in the equivalent formu­
lation (17 '). Application of Properties I and n to a lin­
ear (n X u) system of second order differential equations. 
In order to summarize the results, we slightly change 
the notations. Let us define 
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and consider 

(Do(x) - y) Uo(Y, x) = 0, Ff = f U o(v, x) Uo(v, y) Cj(v) dv, 

0dJ = 0, 

K = J + f p.-2 J K ds, J = (Ff) 

;, = (c"x) ',,; + J ~.CS)UoCS)Ki(X' S)d), j=1, .•. , n; 

then, if the assumptions leading to Properties I and II 
are satisfied, we get 

[/l2(x)(b - Vo(x») -yJ 1fiJ=Q1fij, 

~ = _ 2 (x) ~ (Kj(X, x») 
q, /l dx /lex) 

B. First order linear operators and associate linear 
system with twofold eigenvalues 

(i) We define a scalar and a matrix «n+1)X(n+1» 
first order differential operator 

a 
Do(x) = ,.J.(x) ax' 0d =Do(x) - Do(y), 

(
DO 0) 

A =ID = 0 

o 0 ° 0 Do ' 

(25) 

(26) 

where /l is an arbitrary x function, and associate two 
sets {FJ, {G;} of scalar kernels such that 

OdF;=OdGj=O, i=l, ... ,n, 

(27) 

F;G; are constructed with the eigenfunctions Ao/f>~ = 6n/f>~: 

F; =6 /f>~(x) /f>~(Y)/n,;, Gj =6 /f>~(x) /f>~(y)gn,j, (28) 

In,! and gn,i being constants; here also the sun can in­
clude discrete and continuous terms. 

(ii) Let In (or N) be any matrix that we separate in two 
parts. We define the first component (or matrix of 
type I), the remaining of the;n matrix when we put equal 
to zero the first line first column element, all the ele­
ments of the second line (except the first one) being 
zero, all the elements of the third line (except the first 
one) being zero, all the elements of the third line (ex­
cept the first one) being zero, ... , and so on 

(29) 

Consequently, we define the second component (or 
matrix of type II) ;nIl =;n -;nI as the remaining part of 
;n when all the elements of the first line (except the 
first) are zero and all the elements of the first column 
(except the first) are zero: 

1858 J. Math. Phys., Vol. 18, No.9, September 1977 

I ;nil (? 0 .. 0'" ) 

or~ o •. 
Nil : 

(30) 

We easily get the rule for the product of two matrices. 

(;nNlI =;nINII +;nIlNh 

(;1W)1l =;nINI +;nIlNIl' 
(31) 

We define a matrix (n + 1 x n + 1) kernel J = JI with only 
the first component and a matrix (n + 1 x n + 1) solution 
K: 

J=JI= 

° 
Fn 

(32) 

° K~ 00 0 K~+1 K1 ° 
KI= 

K2 
KIl= 

K~ 00 o~+1 1 

° 
, 

° K':+1 
1 Iq+1 0 0 '~:l 

of a linear integral equation 

K(x,y)=J(x,y) + .r w1(s)J(s, y)K(x, s)ds. (33) 

We still assume that the Fredholm type solution of Eq. 
(33) exists and is unique (except perhaps for discrete 
values x1, X2, 000). 

(iii) We assume the boundary condition 

lim!0(x,s)Fk (s,y)=O, lim!0(x,s)G k (s,y)=O, (34) 
s~~ s~~ 

which is in general satisfied due to the boundary condi­
tion (27). 

(iv) We define the transposed matrix 

K1 ° 
KiI= ~ .. 'Ki+1 

° 

we define a matrix first order differential operator: 

Do 2Kj" . 2iq+1 

2K~ Do. 

° 
° 
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t.=/l I--V V=-2 r, Os=Do(x +Do(y), ( a) K~T ) 
ax ' 

t.(x) - t.o(y) = 0d I + 2Kr, t.(x) + t.o(y) = 0sI + 2Kr , 
where V is the reconstructed matrix potential. 

Property I: If (i), (ii), (iii), (iv) are satisfied, then 
we get for the K matrix 

(t.(x) - t. o( y» Kr + (t.(x) + t. o( y» Kfx = (0). (37) 

For the proof we shall use the following lemma: 

Lemma III: Let L,H,M,N, be scalar functions with 
0d M = 0d N = ° and the coupled functions {N, H} satisfying 
the boundary conditions (iii), Then, if 

L(x,y) =kI(x,y) + ,r /l-I(s)N(s,y)H(x, s)ds, 

it follows that 

0d L = J /l-IN(OsH)ds, 

OsL = 0skI - 2NH + J W 1N(Od H) ds. 

Applying the lemma for matrices 111 = (Mil, N= (N{), 

(38) 

fI = (Hi), L = (L{), we get that if L =111 + r ds Wi Nfl, it 
follows that 

0d L = J /l-t NOdH ds, 

OsL=Osll1-2NH+ J /l-INOdfids. 
(38') 

Equation (33) can be written in a (2 x 2) matrix formula­
tion where the first line element of the vector solution 
refers to component I and the second line to component 
II: 

Applying Lemma III, we get 

(
Od Kr) ( ° ) r (0 J) (Od Kr ) 
OS KII = -2JKr + JIJ."I J ° OS KII ' 

(39) 

(odKr+2KII~r)= ~_1(0 J)(odKr+2KII~r) 
OsKu+2KrKr JI- J ° OsKII+2KrI<.'r ds. 

(40) 

The homogeneous part of Eq. (33) having only the trivial 
solution, we get 

.... .....-... .... .... .... 
OsKII + 2Krf(1 = 0, 0sKn =Do(x) KII = - 2KrKr, 

~ n+l ~ ~ (41a) 
DoK}+26g}Ki=0, Dok~+21(}Ki=O forj>l, 

2 

OdKr + 2KIIKr = 0, 
OdKr + OsKII + 2K Kr = 0, 0dKr + OsKfx + 2Kr KT = 0. 

(42b) 

The last relation in (42b) is equivalent to Eq, (37). 

(v) We consider two eigenvalues and eigenfunctions 
of Do 

DoUo(± <p, x) = ± i<pUo(± <p, x) (43) 

and associate a set of eigenfunctions 
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j';;,2, i;;,2. 

(vii) We assume the following boundary condition: 

lim Uo(- <p, s) K}(x, s) = 0, lim Uo(<p, s) Kf(x, s) = 0, 
s" CI S .. to 

j""'2, i""'2. (45) 

Property II: If the assumptions leading to Property I 
as well as (v), (vi), (vii) are satisfied, then we get 

(t. - i<pI)(1/i1 , 1/i2, ••• , 1/in+l) = (0); (46) 

for the proof we shall use the following lemma: 

Lemma IV: If the boundary condition (vii) is satisfied, 
one has 

(Do(x) ± i<p) fx~ /l-IUo('f <p,s) Kf(x, s) ds = J /l-IUoOsKf ds, 

(Do (x) 'I' i<p) ,r /l-IUo('f <p, s) K{(x, s) ds = J IJ."IU ODd K{ ds 

Applying the lemma, one gets 

- 2U 0('1' <p, x) Rf. 
(47) 

(t. - i<pI)(1/i1 , 1/i2" .• , 1/in+l) = 1~ p.-l(OdKr + osKfx + 2Kr KT) 
x 

x (U':- ~'::(~, S)". 0 ) = (0). 

Uo(<p, s) 

(48) 

Application to a linear (n + 1) x (n + 1) system of first 
order differential equations: Let us consider 

(I/l(X)a~-iqI-Q)1/i=O, Q=(q!,ooqr) (49) 

q!+1 0 ° oq:t 
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Let us choose for the 0/ solutions of Eq. (49) the follow­
ing representation: 

0/1 = (61,lUO(- <p, x) + f /-L-1U o(- <p, s)Kl(x, s)ds), 

1/!j = (6 j ,lUo(<P, x) + f W 1Uo(<p, s) KHx, s) ds), 
(50) 

If we substitute these solutions in the differential sys­
tem (49) and apply Lemma IV, we get that the Kf must 
satisfy constraint relations: 

x (uot-o~;O;~")'" 0 \d'~(O) 
Uo(rp, s») 

If follows that we must have 

Qu=O, QI+2Ki=0, 

OdKi + osKir + 2Ki KT = O. 

Consequently, if K is the solution of Eq. (33), Athese 
constraints are satisfied if q{ = - 2Ki, q} = - 2ft} 
ql = 0, q~ = 0 for either i or j> 1. 

(51) 

(52) 

The fact that, in order to solve the linear system (49), 
we have necessarily QlI =' 0 is due to the fact that the 
system (49) has twofold eigenvalues ± irp. In the folllow­
ing paper, S where we will not be restricted to a two­
fold-eigenvalue problem we shall see how this condition 
Qll = 0 is modified. 

Now we discuss the existence and the assumed unique­
ness (except for discrete values xl, x2' 0 • 0) of the solu­
tion of the 1. E. (inversion equations). In this twofold 
eigenvalue caseJ is symmetric [for instance, if /-L = 1, 
J=J(x+y) in Eq. (33)]. As in the Marchenko scalar 
case or as in the 2x2 case (see Refso 1-3) it is easy 
to satisfy the boundary condition at x = 0() in order to 
have Fredholm type equations for the 10 E. We recall 
that x is a parametcy for the 10 E., the variable being 
y. For the scalar differential second order case we re­
callS thatK(x,x)=/-L2(x)(il/ax)10gD(x), whereD is the 
Fredholm determinant of the I. E. It follows that, for 
the XI values f)(Xi) = 0, the potentials have at most sec­
ond order poles and the possible bound states become 
ghosts. We have not established such general connec­
tion here, but partial results in Appendix A and B. We 
show for the 2 x 2 case of Eq. (33) that Do(x) xl 
= ~Do(x) {[D o(x)f)]D-l}== - 2k~ Ki, the corresponding 
potentials (solutions of MKdV or Shrodinger cubic) have 
poles of the first order (see also the soliton ghosts writ­
ten down in Sec. V). We show also that for x> 0 the first 
eigenvalue appears at x = 0 (similarly as it was the case 
in N/D equations. Furthermore, in the MKdV case, the 
coupling of the nonlinear term must be negative in 
order that D vanishes. In the following and always when 
we derive the n. l. p. d. e. we com/HIre solutions of Eq. 
(33) with free terms differing by constants (x dependent 
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but y independent). If the solution is such that f) = 0 for 
discrete values XI, we must exclude these values for 
which in fact the solution is infinite. Excluding these XI 

values, nevertheless, the solutions of Eq. (33) satisfy 
both the matrix differential system and the associated 
n. 1. p. d. e. (as an illustration see what happens for the 
soliton ghost of Sec. V). The important point is that we 
do not have to restrict our derivation to the cases 
where f)(x) does not vanish for XE [- 00, + 00]. 

Pyoperty III: Integral equations for O.odK, (Os)PKI, 
(Od)PKIl , p integer> O. 

(a) From Eq. (33) and applying the Lemma IV, we 
get 

OdK = f W1 J 0sK ds, .--....... 
osodK=-2JOsK+ f /-L-1J O.od Kds. 

(53) 

From our assumption that the solution of the inversion 
equation is unique we deduce 

A 

OsOdK +2KDoK =0. 

Taking the second matrix component of Eq. (54) and 
putting x = y, one has 

(54) 

(55) 

(b) From Eq. (33) written in the two components 
formulation and applying the Lemma IV, we obtain the 
following integral equations: 

( 0< KI) = ((Os)P J - 2/p
) 

(Od) Kn 0 

r (0 J)(OslPKI) 
+ J /-L-l J 0 (OdY' Kn (56) 

where 
A A ~ 

/l=JKn, /2=Os(JKIl)+JOdKn, 
A ./""-.../""-.. 

13 = O~(J KlI) + 0 s(J 0dKll) + J(O~ Ku), (57) 
A ./""-.. ./""-.. 

/p = 0!-1(] KIl ) + 0!-2(] 0dKll) +,., + J O~-lKll' 
Property IV: Particular properties of the solutions 

KI and Kll when the scalar kernels G, and FI building 5 
are linked. 

First, due to the fact that the scalar kernels G, and 
Fi are symmetric Gi(X,y)=Gi(y,x), Fi(x,y) =FI(y,x), 
it follows that the matrix kernel] itself is symmetric 
with the meaning J(x, y) = J( y, x). Secondly, if we iterate 
the solution of Eq. (33) and apply our rule for the multi­
plication of matrices of types I and II, we see that KI 
has only an odd number of J =' J1 whereas Kll has an 
even number. We get for x = y 

2p X? ds, J(sl' x) J(sl' S2) • 0 0 J(x, szp), 

Kll = t La ... La /-L -1(SI) • , '/-L -l(SZP+l) J(Sl, x) 
p=O 

2p+l 
xJ(Sl' S2)··· J(x, S2P+l) ? ds,. 

(58) 

Let us define the Hermitian matrix /11+ = (/11 T )*, and we 
get 
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Kt = j+ +"'£ J ... J /l-1 • 0 • w1 n ds/T(x, S2,) ••• T(s1' X), 

KIi="'£ J coc J W1··'w1nds/J+(X,S2P+1)"cT(S1'X). 

(59) 

Property IVa: Let us assume that G/ = KFi, K being a 
real constant, and define 

(
X-

1 

0) 
("\1= X,. ' 

o X 

it follows that the solutions of the inversion equation 
(33) satisfy 

Kt(x)=-Kl' KtI=Ku, 

or equivalently 

(K}j* = - xRf, R1 real, (~)* = K1 for i and j> 1, 

D oRI=2x-1",£ IRW, DoK~=2x-1IRW for j> 1. 
j 

For the proof, we first define 

(X-1) =(X x-
1 
•• 0 ) 

o c 1 X-

and get 

- (X1U+= - J+CX) =J, (X) (X-1) =1= (X-1)(X) 

(60a) 

(60b) 

(61a) 

We multiply the first Eq. (59) on the right by (X) and 
get 

K~(x) =J+(X) +"'£ J J W1W1 n)+(X)(X-1U+T(x) (X-1) 

ooo (x)(X1)J+)+(X), 

hI ="'£ J J /l-1. 00 w1 nJ+(X)(X-1U+J+ 0 o. )+(X)(X1U+. 

(62) 

If we substitute the relation (61a) into Eq. (62), then 
the result given by Eq. (60a) follows: 

Property IVb: If G/ =XF/, X being a constant, it 
follows that 

K[(X) = - Kl, Kir =Ku, R} = - xKL R; for i and j> 1, 

~ -1'<;"';'A 2 f:.1 -1 M 2 DOfii=2x LJ(fij) , Dofij=2X (l\.j). 

For the proof let us remark that in this case: 

- (X-1)JT=_JT(X)=J. 

The proof is the same as above if we substitute the 
transposed matrices instead of the Hermitian ones. 

III. GENERALIZATION OF THE ABLOWITZ ET AL. 
METHOD WHEN a;ax IS REPLACED BY J.L(X) a/ax 

In the remaining of the paper we do not consider the 
matrix second order differential system studied in Sec. 
ITA. We are always concerned with the matrix formula­
tion of the first order linear differential system 
/l (x) a/ax with twofold eigenvalues for which we have 
derived the inversion equations in Sec. II B. 

In this method one assumes that there exist two lin­
ear first order differential systems with the same solu­
tion. One is related to the coordinate variable (as in 
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the inversion equation) and the other with the time vari­
able. The compatibility of both systems is obtained by 
cross differentiation and leads to constraints for the 
coefficients of the systems which thus must satisfy 
n. 1. p. d. e. The [2 x 2] matrix case has been widely 
studied and Ablowitz and Haberman4 have recently ex­
tended their method to the higher order matrix case. 
There is an ambiguity because if we consider the 
solution of the inversion equation studied in Sec. IT B, 
where only the coordinate variable appears, it can 
happen that, in order to satisfy both linear systems, 
this solution must be multiplied by some t (time) de­
pendent function. Let us consider Do=/l(x) a/ox, t.o 
=DoI, and 

X= 
(

- iq;, q1, ••• , qn J (A B1 " 0 Bn ) 
r 1, iq; 0 C1 Du D 1n 

y= 0 0 
, 0 • 

o 0 

rn 0 iq; Cn Dn1 Dnn (63) 

The fact that X - icpI is of the matrix type I is due to the 
fact that we consider in this paper a twofold eigenvalue 
problem (see Sec. II B. We shall leave this restriction 
in the following paper. 5 Cross differentiation of both 
systems in Eq. (63) leads to 

(64) 

or 

(64') 

Application to the Schrodinger cubic coupled case 

It can be verified that the following set verifies the 
first line of relations given in Eq. (64') 

B j =iD~j + 2q;qi' C j = - iDorj + 2q;rj , 

Dij = i AiJ + iriq j, Aij = const. 

It follows that we have the no 1. p. d. e. 

iqi,t +DWi - 2qi"'£ qjYj -"'£ qj~,i =0, 

ir/, t - D~ Yi + 21'i "'£ yjqj - "'£ rj Xij = O. 

?\j = canst, 

IV. N.L.P.D.E FOR THE SOLUTIONS OF THE 
INVERSION EQUATION WHEN THE KERNELS 
SATISFY L.P.D.E. 

(65) 

(66) 

In this section we still consider the linear system 
with two eigenvalues and Do=J..L(x) a/ax for which the 
inversion equations have been established in Sec. lIB 
and written down in Eq. (33) 
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(Z:,) ~U) +/"w' (; ~) (Z:,) dS, JsJ,. 

(33) 

We assume that the kernel J (and consequently the 
solution /() depends on a parameter t: J = J(x, y;t). As 
we shall see, if J satisfies an 1. p. d. e., then Kr satis­
fies an n.1. p. d. e. with respect to x, y, t whose linear 
part is identical to that of J. We first obtain the equa­
tions for x not necessarily equal to y and at the end 
put x = y. We do not try to investigate all possibilities 
and focuse our attention for two cases: generalizations 
of both Schrodinger cubic and KdV equations. 

(67) 

We g~t 1= I/p, 'J;p/l1 changes the sign of the fi:.st l~e of 
/11, /I112P changes the sign of the first column, 1p/l1 r 1p 
= (_1)P+1 /I1r, for odd p values 1p =1 the identity matrix. 
As an application we see that Eq. (56) can be written 

{ (0 J) ( -I/JP.Kr ) 
+JIJ.-

1 
J ° (-1)P4~Kn' 

(68) 

where' p is written down in Eq. (57). 

(ii) We take the derivative with respect to t of 

E(q~;~,~»).. (aJ) +1IJ.-1 (0 J) (aXr,t) 

K = ° J ° aKn,t a n, t 

,{ (0 aJ~(KI\ 
+.Jp.-l aJt 0) Kn}' _ (69) 

We define the operator D""p = I f1 a lat + (- I)P Ip~ and 
add both Eqs. (68) and (69): 

O""pKn} ° J ° (~""pKr \ = (o""pJ + 2I
pIP) + 1 Wi (0 J) 

x (~:::~:,) + J M
O

' ("~, "n (~:,) 
(70) 

This is all that can be done without any specification 
of the relation between the (x, y) dependence and the t 
dependence of J. As we shall see below, we assume an 
1. p. d. e. for J of the kind O""pJ = 0, we shall obtain, 
for some functional of K, an integral equation with the 
same kernel as that of the inversion equation (33) itself. 

Theorem: Let us assume that 
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o""pJ = 0, (71) 

lim [(LJlO-1(s)J(s, y»Kn(x, s) - (D~-2J)Do(s)KIl(X, s)'" 

(72) 

and define 0", ,P = a alat + (- 1)p IP(Od)P - 2l'LJlO( y) 4. Then 
we get 

(
O""pKr) ._ (4(21 p + 2PBp») . -1 (0 J) 
- K - 0 +JIl ~ ° O""p II j 

(
O""pKr) 

x (73) 
~ O""pKu ' ~ 

Bl = - JKu 82 = - (Do(x)JLRu + J(Do(s) Kn(x, s», 
~ .............................. 

83 = - (DD)Kn + (DoJ)(DoKn) - JD~Ku, 
~ ............... 

8 p = - (LJlO-1 (x)J(x, y» Ku + (LJlO-2 J) DoKn 
........-...... 

+.0. + (_ I)P JLJlO-1 I<.u. (74) 

For the proof we shall use the following lemma: 

Lemma V: Let H, N be scalar functions such that 

lim {H(x, s) LJlO-1(s) N( y, s) 
s - '" 

then one has 

Ixa p.-l(s) H(x, s)do(s) N(y, s) ds 

= (-w [" p.-1N(IJf'o(s)H(x, s»ds +Bp, 
·x ............... 

Bl = - Nfl, B2 = - (DoN)H +NDoH, 
............... ............... 

Bp = - (do-1 N) H + (dQ-2 N) DoH + 00 0 + (- 1)p NDt·1H. 

For the proof of the theorem we first !emark th!t due 
to 00< pJ=OdJ=O, we have a ]t=QP.lp]= 2Pdo 1pJ. 
Cons~quently, we have a J IJ. -17 tKlds =Ip 2PD~(y) 
x r p.-1(s)J(s, y) Kr(x, s) ds =4 2Pdo(y) Kn , and thus the 
second line of Eq. (70) can be written O""pKn 
J p.-1 J O""pKrds. Applying Lemma V, we get 
J p.-l(doJ)Kn ds = (-I)P f Wi JptOKn) + Bp. Consequent­
ly, we have a J 11-1 ]KIIds =2P IpBp + f Wi] 
x(- 2Pdo1pKn)ds and finally the first line of Eq. (70) 
can be writlen 

O""p Kr - (lp(2' p + 2P Bp» = I Wi J(OOl,p - 2PDVp)Kn lis 

=111,-I}O""pKn ds . 

In order to solve the equation integral (72) we must know 
the free term and thus calculate 2 p + 2P Bp. We quote 
the three first values: 

p=l: 'I+Bl=O, 

p=2: 2(t2+2B2)=4J(Do(x)Kn)=-8JKrKI; (75) 
~ A 

P =3: 2([3 +4B3) =::: 6u(o.odKu) + 2 (DoJ)(DoKn»). 

For p = 1 the free term in Eq. (73) is zero; it follows, 
from the assumed uniqueness of the solution of Eq. (33), 
that O""IKI=O, O""IKn=O. Thus in this case both the 
kernel J and the solution Kr satisfy the same 1. p. d. e. 
without nonlinear term for Kr. For p = 2 we see that 
both free terms of Eq. (73) and (33) are proportional 
to a term (Kr)2 and thus this case will lead to a cubic 
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nonlinear term. For P = 3 we have in Eq. (74) one term 
pr.,9pot;,tional to ] leading, roughly speaking, to 
KKDoK (see Eq. (55)J and another one proportional to 
Do] which is not of the same type as the free term of 
Eq. (33). For higher P values, terms of the type D~] 
appear, and we see that if we except the p = 1 case, the 
solutions of Eq. (72) will have nonlinear terms. Let us 
consider a sum of linear operators 

Yi being constants and Pi =i positive integers, and go 
back to Eq. (70), where the corresponding integral 
equation is 

If we assu~e ~iYIO",,,Pi] =0, use the relation ~aIYi]t 
=Z;y,(O.)Pi]l>f' and follow the same lines of proof as in 
the theorem, we get easily a generalization of it: 

Corollary of the theorem: Let us assume 

(71') 

(ii) for each integer value Ph the same boundary con­
dition as in Eq. (72), then we get 

(.6YI~"'IPjKI) = (.6yJp/2/P I +2PiBpl») 
.6YI O"'IPI KU ° 

(73') 

where for each PI the 11>; and Bpi have been defined in 
Eq. (57) and Eq. (75). For instance, if ill)'" = 3, we get 
3 _ P 

2:; y,lpi(2 'P + 2 'B,) 
1 I I 

~ ~ ~ 
=4Y21]DokII + 6Y3(]OPdku + 2 (Dl (x)J)(DokII )]. 

n.l.p.d.e. corresponding to a linear combination of 
the Pi = 1,2,3 cases 

We assume 
3 

2:;YjO"j ,J=O, 0dJ=O 
fal ' 

and apply the results of the corollary. (The study is 
done in Appendix A, subsection At.) We get 
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(76) 

(77) 

s ~ ~ ~ ~ 

L;yjO" "kl + 8Y21K1K 1KI + 12Y3(KIK1 DoKI 
1 i 

+ (OsKI)RJ< I) = 0, 
3 ~ ~~~ ~~ ~ 

L; YIO" IKI + 8YlkIKIKr + 12Ys(KrKIDoKI 
1 i' 

+ (DOKI)KJ:I) = o. 
As usual i = 1 does not give any nonlinear term, if 

(78) 

Yt = Ys = 0, we recognize the generalized Schrodinger 
cubic equation whereas if Y1 == Y2 = 0 we have the gen­
eralized KdV equation Introducing the scalar functions 
K} and if, Eq. (78) becomes for x == y 

3 ., n+1 
'" u 2 3 ~1 ~ '" ~ A I LlYjCY. i - - YtDo + Y2DO- YaDo) KJ - 8Y21\jLl 1'\.1 K1 
1 at 2 

n.1 
+ 12Y36 (R}ifD oK1 + iIKtrDoK}), 

2 

(~ a 2 3) A J ~ J ~ ,;";01 ~ I 1-' YI CIj at - YtDo - 'Y2Do - YaDo K1 + 8Y2Ki ~ 1\ jK1 

Application to the generalized Schr6dinger cubic 
equation 

(78') 

We put in Eqs. (78) and (78') Y1 == Y3 == 0, Y2 "" 1, and 
Cil = lli. If 

0"',P=2] == 0, 

it follows 

Oa,2 KII + 41 KIIDoKn == 0, 

[l.Y aat - (j.L(x)-a~ +/l(y) a~r] KI(X,y;t) 

+ 8IKI(x, y; t)KI(X, x;t)K1(x, x;t) == 0, 

[ a] ~ n+l ~ 
Ci at - o~ K[ + 8Ki Y K1Ki == O. 

(79a) 

(79b) 

(80) 

At this stage we still have x not necessarily equal to y. 
If we put x == y, we have the relation (80) where the 
quantities Kl, K}, Kil must be replaced by Rl, 10, if. 
Let us further assume Ci = i and G I = KFi. We know 
from Sec II that K*l - KK' il - 21(-1" I~ 12 Ki ~ • J - - 1. 1 - 6 J , i 
== 21(-1 11<112 and Eq. (80) can be written 

(i o~ +D%(x») K}+8x-1K}~IKW=0. (81) 

We recall that J must satisfy 

0dFI =OdG, == (i o~ - O~) FI == e a~ +0;) GI == 0, 

GI=XFj, 

(82) 

as well as well-defined boundary conditions (see Sec. 
II B and the theorem of the present section). 

For instance, if J is built with discrete terms, we 
take 

Henri Comille 1863 



                                                                                                                                    

(83) 

where we assume Imvm > 0, M(x) > ° for simplicity and 
limx _ ~ J; M-1 (u) du = + 00. Of course, J can include a con­
tinuum part. More generally, F, and G, can be written 

F, = J dIlUj(V) exp[iv[ r M-1(u) du + r M-1(u) dU] 

+4ih], G.=xFj. 

Application to the generalized modified KdV equation 

We put in Eqs. (78) and (78') Yl = Y2 = 0, Y3 = 1, Cl 3 = CI. 

If 

U"',P=3] = 0, 

it follows 

(84a) 

ua ,3Kr + 12[(Us Kr),l{rKr +KrKrDoKr] ,= 0, 

i\,3Kn + 6[2KII;(r Do;(r - UdKIIDO;(U] = 0. 

Introducing the scalar quantities KJ, iq, we get 

[CI 27 - (M a~) 3] R1 + 12[~ ~K}(DaK{) 

+ K{K}DoKi ] = 0, 

[ CI -~ - (M~) 3] kl + 12 [~ Kl(DoK})K{ at ox H 

+ I{{K}DoK} ]=0, 

(84) 

(85) 

which is a KdV coupled (a/ax replaced by M(X) a/ax) 
equation. Let us further assume CI = 1, G, = KF,. We 

Al ;?1 Vi ;A -1 ;A 2 
kn~w from SAec. II that K j ,=- - Kl\.i, DO"l, DO"1 = 2K 2: j(l\.j) 
DoK} = 2K-1(kJ)2 and Eq. (85) can be written 

(a~ + D~(X») K} + 12X-1 (~K}K1(Doi1) + (i1)2 DoK})= 0. 

(86) 

In order to explicity construct the kernel.] we have to 
satisfy 

UdF.=OdGj= (a~ +O!) F;= (a~ +O~) G;=O, Gj=xFl • 

For instance, the discrete part of J can be written 
vm > 0, Fi = 2: m Clm,i exp[- vmlIx M-1 du + JY M-1 du] + 8v~t]; 
and the continuum part, 

F,=J dVO'j(v)expiv[FM-1du+ I'Il-1du +8Jt]. 

V. APPLICATIONS 
A. Properties of the inversion Eq. (33) 
1. Determination of the elements of the matrix solution 

For the solution K we recall that 10 and k{ are the 
scalar solutions of the n. 1. p. d. e. DoK~ for j:> 1 repre­
sents essentially their products and DoK1 a sum of such 
products lsee Eq. (41a)]. (On the contrary the other ele­
ments 10, i"* j, i"* 1, jot 1 are less interesting because 
they are not directly connected with the n.l. p. d. e.). 
We get the following integral equations (see also 
Appendix A2): 
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K}(x, y) =- GJ_1(x,y) - .r W 1(u) 

X [j~ 1l-1(s)'t Gm(s, y) F m(U, s) ds] 10(X, u) dU, 
x 1 

j:> 1, 

n 

K}(X'y)=-li [i~ M-IGm(s,y)Fm(x,s)ds 

- i~ w1(s} r wl(u) G",(s,y)Fm(u, s) 

xK}(x, u)duds]. 

2. Kl for n = 1 

(87a) 

(87b) 

We consider the Ablowitz et al. case 2 x 2. In Eq. (87) 
the sum has only one term m = n = 1. Let us define 

w1( y) KI(x, y) = (V(y), 

HX( y, s) = i~ M-1(u) Wl ( y) C(u, y) F(s, u) du, 

the integral equation corresponding to (87b) can be 
written (see Appendix A3) 

¢x(y) = -W(y, x) - r W(y, s) ¢X(s)ds, ¢X(x) = ~ a~ log£). 

(88) 

This equation has a structure similar to the classical 
Gel'fand-Levitan or Marchenko equations for which we 
know that the solution for x=y is (a/ax)logt), £) being 
the Fredholm determinant of Eq. (87b): 

In Appendix A4 we extend, for the KdV and Schrodinger 
cubic cases, a previous property7 established in N/D 
and inversion equations. If we consider x"" 0, then the 
smallest eigenvalue of Eq. (88) (and consequently the 
first ghost) appears when x - 0. Unfortunately, we have 
no such general result for x < ° but we do have at least 
a partial result. 

3. Rj : case of degenerate kernels J 
Let us assume 

i max i max 

Fm= :B fi(X)fi(Y)CI~, Gm=:B g,(X)gl(y)i3~, (89) 
i=1 i =1 

the kernel of (87) is degenerated and can be written 

imax,kmax 

:B fi(y)gk(U)h k ,Yik, 
irk ' 

In this case, Eq. (87a) is reduced to a system of linear 
algebraic equations and the spectrum associated with 
the kernel of (87) has a finite number of eigenvalues. 

(3a) Case of ima:< = 1. In this case we caUfl =f, gl =g, 
a~ = Cl m , i3~ = 13 m, YiJ = ')I, h ij = h. Starting from F m 

=f(x}f(y) O'm···, we get 
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j{J=_O' ~ hgff)-1 j{J=Cl J_1{3J_1(D OD) 
J J-11-'J-1 'J 2y D ' 

D f/j - Cl j _1{3H D (DoD) _ 2KA1KAj 
Oni - 2y 0 D - - J l' 

where f) = 1 + h2y is the Fredholm determinant of Eq. 
(87) 

(3b) The case of i.nas. = 2 is studied in Appendix B. 

B. Application to the N.L.P.D.E. 

(90) 

In both the coupled Schrodinger case and modified 
KdV equations we want to explicitly write down the 
solution when the kernel of the integral inversion equa­
tion is degenerated and corresponds in Eq. (89) to 
imas. = 1 or i max = 2. 

(1) imas. = 1 and Schrodinger cubic coupled case: We 
consider 

F =f(x)f( y) Clm(t), Clm(t) = Q'm(O) exp4izilt, 

f(x) = exp[iv IX J,r1(u)du), 

Imv>O, G=xF*, y(o)=xL;lQ'm(O) 12, 

~ =2Imv[ r J,l-l du+4(Rev) t) 

and the solution Eq. (90) can be written 

k} =Q'J_l(O)(exp(i¢»V, j> 1 

1> = - 4[(Rev)2t - (Imv)2t) - 2Rev r J,l-1 dU, 

4Xlmv{ [ 1 (Y(O) \J}-l 
V = ..; y(O) cosh ~ - 2: log 4(lmv)2! . 

(91) 

The set {KJ} given by (91) is a solution of the n.!. p. d. e. 
Eq. (81). For K> 0, this solution is a soliton, whereas 
for K < 0, it is a ghost having a pole at 

~ =ilog[- KL;I O'm(O) 12/4(lmv)2]. 

We remark that all the solutions KJ (j = 2, ... ,n + 1) 
differ only by the constant Q' J-1 (0). 

(2) imax. = 1 and modified KdV (86): We consider 

F = f(x)f( y) Q'm(t), Q'm (t) = Q' m(O) exp8/h, 

f(x)=exp[- v r J,l-l(u)du], v> 0, G=XF, 

yeO) = xL; Q'~(O), ~ = 2v[ r w1 du + 4zilt), 

and the solution or Eq. (90) can be written 

k} = 0' J-l (0) V, V = 4xv /v'r(O) [cosh{~ - i log[y(O)/ 4zil J} ]-1. 

(92) 

For K> 0 we have a soliton and for K < 0 a ghost. 

(3) The application of degenerate kernels F m' Gm , 

with imax. = 2, to the coupled Schrodinger cubic case is 
done in Appendix B. 

APPENDIX A 

VI. CONCLUSION 

In this paper we have treated mainly two problems. 
The first problem is the extension, to the matrix case, 
of a simple method giving the inversion equation cor­
responding to scalar second order differential equa­
tions. The extension in the matrix case has been ob­
tained both for first order (twofold eigenvalues) and 
second order differential equations. This method is 
purely algebraic and, contrary to the one currently 
used, does not involve any study of the eigenvalue plane. 
It has also the advantage to be not restricted with pure­
ly differential operators (a/ax)p but can be enlarged to 
(J,l(x)a/ax)p. (This means that we are not restricted to 
inverse Fourier transforms.) We find that the matrix 
kernel of the inversion integral equation must satisfy 
well-defined 1. p. d. eo and boundary conditions. 

In the two cases treated here, these l. p. d. e. being 
symmetric with respect to the two variables of the in­
version equations, it follows that the kernels are 
symmetric with respect to these two variables. A re­
markable fact is the similarity between the structure 
of the equations and conditions to satisfy when we go 
from scalar to matrix case as well as from first order 
to second order differential equations. The cases not 
treated here (more than a two eigenvalue problem) and 
which will be presented in the next paper5 lead also to 
similar structures. Finally we emphasize that a great 
simplification of the formalism (in this twofold eigen­
value problem) has been achieved by the introduction of 
a two-component algebra which permits us to ignore 
practically the (n x n) original dimension of the problem. 

The second problem was to extract directly from the 
integral inversion equations, the properties leading to 
the explicit determination of the n. l. p. d. e., the time 
variable being included now. A typical solution of the 
inversion equation has two variables x, y, and a param­
eter f. We find that, in order to get the n.1. p. d. e. for 
the solutions of the inversion equation, the kernels must 
satisfy well-defined 1. p. d. e. with respect to the three 
variables (x, y, fl. (This result was also obtained by 
Zakharov and Shabat4 ). Then, these solutions, written 
in a matrix formulation, satisfy also n.!. p. d. e. with 
respect to (x, y, f), the linear part of the equation being 
the same as the one of the kernels of the inversion equa­
tions generating the solutions. Restricting the solutions 
to x = y, one finds that they satisfy the coupled classi­
cal n.l. p. d. e., where the derivations (a/axY are re­
placed by (J,l(x) a/ax)P. This means that the classical 
entirely integrable n.!. p. d. e. are particular members 
of a larger family of solvable n.!. p. d. e. 
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A1: Using very elementary algebra, we deduce a set of integral equations with the same kernel as that of the 
integral inversion Eq. (33) but with different free terms: 

(!fII) (!fI¥) (0 J)(!fII) 
NIl J = MI J + l~ Wi J 0 NIl j. 
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j=4: 

(~:,) {7:'~~~'~RJ (~} (4y

,l
J:,k,'). 

j = 5: We subtract the solution j = 4 from the solution j = 3: 

(
!1'1r) (2::;YjO"'i';Kr-[6Y3(OsKr+2KrKn)+4Y2IKr]DoKn) 

Nn = 2::;Y;O"'i,;Kn - [6Y3(OaKn + 2KnKn) - 4Y2IKn] DoKn 

~ 

j=6: We multiply Eq. (33) on the right by 6Y30.oaKII and subtract to the solutionj=5, taking into account the 
relation (55). We are left finally with a identically zero free term. From the assumed uniqueness, except for dis­
cretes values, of the solution of the inversion equation (33), we obtain that the solution corresponding to this free 
term must also be identically zero, DoKn = - 2KrKr: 

3 A A A A Y Y;OOl.;,;Kr - 6Y3(OsKrDoKn) + 121'3 KrKr DoKr - 4Y21Kr DoKn = 0, 

3 

2::; 1'/5",. i Kn - 6Y3(OaK n DoKn) + 121'31< nKrDoKr + 4Y2IKIIDoKn = O. 
I .. 

A2: Determination of the elements of the matrix solution (33). We can decouple the two solutions Kr and Ku of 
Eq. (33): 

Kr =J + J W l ( J WI ]J)Kr, Kn = J WI JJ + J W l ( J fJ.-IJJ)Kn 

with the following structure for the kernel [K} and K} are given in (87)]: 

Whereas the equations for 10 decouple, this property does not not hold for K{. However, practically for the 
n. 1. po d. e. studied in this paper, we link K} and K{, and so it is sufficient to consider K}o 

A3: We consider the integral equation, where a is a fixed constant [a = + co in Eq. (88)] 

(V(y)+W(y,x) + Ix"HX(y,s) (V(s)ds=O 

with the kernel 

W(y, s) = f W 1(u) fJ.-l(y) G(u ,y)F(s, u)du. 

Let us call f) the Fredholm determinant of (A1), (A2). We want to show 

(V(x) = ~ a~ logf). 

The Fredholm solution of (A1) can be written: 
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E~= , H~= 

H"(tn, t1) 0 , 'H"(tn, tn) H"(t t ) H"(t t ) H"(t t ) 
n+l' 1 n+l' 2 '" n+l' n+l 

In order to prove (A3) it is sufficient so show: 

2(n\2) o~ D n+2==-W(X,X)Dn+1(X)+(n+l)ja Nn(x,t1)W(t1,x)dt1 " 

" 

(A4) 

Let us define (n + 2)-1(a/2x) Dn+2 ==An+2 + Bn+2 with 

An+2 == -la dt2 "". La dtn+2 E~+2(X, t2, ••• , tn+2), Bn+2 == (n + 2)-1 La dt1 '0' La dtn+2 a~ E~+2(tl" •. , tn+2). 

We know that An+2 is equal to the rhs of (A4). It follows that we must prove An+2 == Bn+2 or An = Bn' (See, for instance, 
Ref. 7, where this property is proved in Appendix A. ) Let us define: 

H r (tl' t1) ." 'H"(tl' fn) 

We have Bn = 'Z ~=1 n-1 f .•• f E~. h' Furthermore we have f . " • f E~. k = f . ., f E~.l' This last property resulting from the 
exchanges of the first and the kth line, the first and the kthe column, and t1""" fh • We get 

a~ fa G(tl, to F(f{, t1) 11-1 (t{) df{ • ,. 2~ la G(tl, tt) F(t{, fn) 11-1(t{) dt 

B = f. '/Adt.w1(t ) " x 
n l' 1 H X , •• H" 

with 

G(tl' X) F(x, t1), ••• , G(t1, X) F(x, tn) 

A 11-1(t.) dt. w1(x) A dt!Wl(t!) G(t2' to F(tf, t1), ••• , G(t2, tf} F(fi., tn) 
1 •• 2' , 

F(x, t1), F(x, t2) , ,. F(x, tn) 

F = F(t?" t1), F(ti., (2) "" • F(tz, tn) 
n 

F(x, t1) F(ti., t1) ••• F(t~, t1) 

F(x, (2)F(ti., t2).· 'F(t~, t2) 

F(x, tn) F(ti., tn) ••• F(t~, fn) 

We get 

Bn = - f ... f Q 11-1(t l ) dti * dti Wl(tO W 1(x) En> 

G(tl, x) F(x, t1), G(f1, x) F(tL t1) ••• G(t1 , x) F(t~, t1) 

E - G(t2> N) F(x, t2), G(t2, tf) F(ti., t2 ) ... G(t2, fi,) F(t~, t2) 
n-

G(tm t~) F(x, tn), G(tn, t~) F(ti" tn) ••• G(tm t~) F(t~, tn) 
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HX(x, x), HX(x, tf) .•• W(x, t~) 

Bn = - J .. . J ~dt[ W(t;., x), W(t.J., t2) " • W(t.J., t~) 

W(t~, x), W(t~, tD , •• W(t~, t~) 

A4: Let us consider IJ. > 0 and either the KdV or the Schrodinger cubic case, where a is still a fixed constant: 

F(x, y) =F(y, x), G = XF-, F(x, y) =F(y, x), X real, IJ. > 0, 

F=F if F is real, F=F* if F is complex. 

The Fredholm determinant of (A1) and (A2) can be written 

An(x) = La f dtt dtn+tlJ. -t (tt) IJ. -t(tn+t) 1 J ' , , J ~ IJ. -t(tl ) F(tt, t2) F(t2, t 3) F' .. F(tn, tn+t) 1
2, 

(A5) 

(A6) 

where F = F if n is odd and If. = F if n is even. As in Ref. 7, Appendix A2, we want to study the smallest modulus 
eigenvalue Kt(X) or the first zero of [), or the radius of convergence of the series in (A6). We get 

lJ.(x) ¥xn = - 2n f" 'f 2~t dtl W
1(t l );(r, t1)F(tt, t2);" °F(t2n_1, r) 

=- 2n fa 1J.-1(tn)dtnlf a '" fa n11J.-1(tI)dt l F(r, tt)F(tt, t2);" 'F(tn_1, tn) 12 (A7) 
x x" 

Let us consider 0 ~ x < a. We get An(x) > 0 and Kt(X) < 0, aA.lax < 0 and consequently An(xt) ?- A n(X2) if 0 ~ Xt ~ x2' It 
follows that I Kt (0) k I K1 (x) I for x> O. We consider a = + "", then F = F corresponds to the KdV case and; = F* to the 
Schrodinger cubic case. In both cases for XE [0, 00], the first ghost appears at x=O when K crosses K1(0) and for 
IKI<IKt(O) I there is no ghost. On the contrary for x< 0, the above results do not apply and the simple examples ex­
hibited in Eqs. (91)- (92) show that for any K < 0 value, finite but as small as we want, a ghost is present for 
some x< 0 value. However, a result can still be obtained for x< 0 and K> O. We remark that the Fredholm deter­
minant (defined on [x,a]) of the kernel M"(y,t)=-K r(lJ.(t)lJ.(y»-1/2 F(y,u)F(u,t)Wt (u)du is also given by (A6). We _ x 

consider the modified KdV case where F = F is real and put a = + "". In this case M x is the second iterated kernel 
of the symmetric kernel W 1/2 (y)F(y, t) W 1I2 (t). It follows that the K eigenvalues are negative. Consequently, even 
for x < 0 but K> 0, () cannot vanish and there is no ghost. 

APPENDIX B 

B1: Solution of the inversion equation for K} [see Eq. (87a)] when (F m, Gm ) are degenerated kernels: 

Let us define 

J 1J.-1gdz=hiP 

We get 
n 

- K} =~ gi(y)[g;(x) fl~_l + 6
1 
J3~6 O'~ hI! Hi,l] 

f. m= 1 

Solving this system and substituting in (B3), we get 

-K}(x,y) =N/[) , i=1,2, k=1,2, inz, 
2 

[) = 1 + 6 hi;'Yii + h1k'Yki + (h l1h22 - h21h12)('Y11'Y22hllh22 - 'Yt2'Y2th21ht2), 
h1 

2 

N = 6 gj (x) J3}_l[gi( y)(l + h~iYik + h~k'Ykk) - gk( y)(ykkhkk hlk + 'Ylkhk/h ll )], 
i=l 

[) being the Fredholm determinant of Eq. (87a). 
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B2: We introduce a t dependence in a~ and write down for i m3Jt = 2 the solution of the n. 1. p. d. e. corresponding to 
the Schrodinger cubic coupled (Do (x) = J.L(a/ax) case. We consider the particular frame (center-of-mass) introduced 
previously by Dolan8 for the pure cubic case. We define Gm = XF!, X real a> 0, and 

(;(x) = exp[iv; r J.L-1(u) du], vl = v/4 + ia/2, v2 = - v/4 + ia/2, a~ = a~(O) exp(4ivt). (B6) 

We get 

g;=ft, i3~=x(CI'~)*, Yll=Yll(0)exp(-2avt), Y22=Y22(0)exp(2avt), 

y;;(O) = x'0l CI'~(O) i 2, Y12 (t) = Y12(0) = x'0 CI'~(CI'~)* = Yz"t, h21 = ht2' 

hi; =a-1 exp(- a r W 1du), h21 =i(v/2 +ia)-l exp[i(v/2 +ia) r W 1du]. 

We calculate first the Fredholm determinant given in (B5) and after -K}1)=N: 

(B7) 

f) = 1 + (2/ a2) exp(- 2a r J.L -1 du) {(x/Ix I) v'Yl1 (O)Yu (0) cosh(2avt + ~ log[Y22(0)/Yl1 (0)] + Y12(0) Re exp(ivx)[Zia/(v + 2ia)]2} 

(B8) 

N =x exp[i{- v/4 + aZ) t]{exp(~iv r J.L -1 du)[a;:l(O) exp(- a r J.L -1 du + avt) 

+ {4x/( (v + 2ia)2]}{(~ }~1 (0)[Y12 (0) v/2ia] + a~~l[Yll (0) v/2a2](v/2 + ia)} exp[ - (3a r JJ. -1 du + avt)]] 

+ exp(- ~vi r W1 dU){O'}~l (0) exp[ - (a f /.l-1 du + avt)] + [4X/(v - 2ia)2] 

x [0' }:1 (0)[Y22 (0) v/2a2](v/2 - ia) + ia~:l (0)[Y21 (0) v/2a] exp(- 3a f J.L -1 + avt)]]). (B9) 

Let us assume x> 0, Ci~ real and consider the denominator 1) in (B8). From the Schwarz inequality Yl (0) Y22 (0) 
-Yh(O)~O and the third term is positive. The bracket in the second term has a lower bound v'Yll(0)Yn(0)-Y12(0) 
and so cannot be negative. It follows that in this case 1) is always positive and (B8) and (B9) represents a two­
soliton solution. 
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dA fa ),a h =-2n. r dt t ••• r dt2n_1F(r,tl)F(tl,f2)" .F(t2n_2,t2n_l) 

XF(t 2n_1, r) , 

xF(t l ,t2) ., • F(tn_1 ,f,;! 1
2

, 

dA dA 
h<O ifOOSr<a. h>O ifOOSa<r, 
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U(n) lowering operators 
Adam M. Bincer 

Physics Department. University of Wisconsin. Madison. Wisconsin 53706 
(Received 4 April 1977) 

Lowering operators for the U(n) groups are given in product form. 

An important concept in the study of representations 
of groups is that of lowering operators. By definition, 
the state of any weight in an irreducible representation 
may be obtained from the state of highest weight by ap­
plication of the appropriate lowering operator. Thus 
the concept is useful not only in the study of unitary re­
presentations of compact groups (which necessarily 
have a state of highest weight), but also in the study of. 
certain unitary representations of noncompact groups, 
namely, those in the discrete series. 

In 1965 Nagel and Moshinsky' obtained explicit ex­
pressions for lowering operators for unitary groups, 
U(n). For the orthogonal groups, O(n), the construc­
tion of lowering operators was partially achieved by 
Pang and Hecht,2 and completed by Wong.3 To the best 
of my knowledge, lowering operators for the sym­
plectic groups, Sp(2n), do not appear in the literature. 

I have devised a method for the construction of lower­
ing operators that treats, with minor modifications, all 
classical groups on the same footing. It should, there­
fore, on the one hand fill the gap in the literature with 
respect to Sp(2n) groups and, on the other hand, it 
should yield the O(n) operators in the elegant form ob­
tained by Nagel and Moshinsky for the U(n) operators. 
The method relies heavily on the concept of vector op­
erators as used by Okub04 for U(n) and generalized by 
Nwachuku and Rashid5 for O(n) and Sp(2n). 

To test the method I have constructed the U(n) opera­
tors. The result is extremely simple, and I feel that 
workers in this field might be interested in it. Ac­
cordingly I present in this note just the result. The de­
tails of the derivation will appear in future publications 
dealing with the orthogonal and symplectic groups. 

In the notation of Nagel and Moshinsky the lowering 
operator L';: is defined by 

\

h"'h \ \h"'h ) 1 n ) 1 n 

L':: q ••• q •• , q I ex: q ••• q _ 1 ..• q 
I m n-l 1 m n-l' 

l,,:m<n. 

Our result for L':: is 

\ n-1 l m 

L':: = I C II (C - Ck 1) \ n 
{ k=m+ 1 

(1 ) 

(2 ) 

(3) 
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and the product in (2) is defined according to Okubo's4 
convention for vector operators 

n-l 

(XY)/i = L; X~ Y~ . 
p=, 

Also, form=n-l, 

n-l 

II (C-c k l)"'1. 
k=n 

(4) 

(5 ) 

Upon comparison of (2) with Nagel and Moshinsky, 
their Eq. (2.27), it is seen that even in the relatively 
simple case of U(n) the present method has the advan­
tage of presenting L':: in a product form. It will be un­
doubtedly clear to the reader that the multiple sum over 
the Il;'S in Eq. (2.27) has not been really eliminated but 
rather absorbed into the notation by means of Okubo's 
convention. However, the one nontrivial sum in Eq. 
(2.27) (over the index p) has been eliminated. 

In many applications one needs the normalized opera­
tors L ~m _, defined by 

m \ h, .•• hn ) \ h, ... hn ) (6) LOm = 
Qm-' q'" q ••• qq . .. q _ 1 .•. q 

1 m n-l 1 m n-l 

We find 

\ n-l }m 
L:m_l=ID II D(k) , 

m I k~m+ 1 n 
(7) 

where 

D/i=Cji )(Cm-dn -1)(dm - cm +1) 

(8) 

(9 ) 

(10) 

lJ. G. Nagel and M. Moshinsky, J. Math. Phys. 6,682 (1965). 
28. C. Pang and K. T. Hecht, J. Math. Phys. 8, 1233 (1967). 
3M. K. F. Wong, J. Math. Phys. 8, 1899 (1967). 
48. Okubo, J. Math. Phys. 16, 528 (1975). 
5C. O. Nwachuku and M. A. Rashid, J. Matb. Phys. 17, 1611 

(1976). 
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Exact solution for the linear response of a hydrogenic 
atom to an external electromagnetic field. I. Frequencies 
below photoelectric threshold 

Marshall Luban and Satya Nudler-Slum 

Department of Physics, Bar-Ilan University, Ramat-Gan, Israel 
(Received 17 January 1977) 

We obtain an exact closed-fonn expression for the first-order correction 8'1'(r, t) of the wavefunction of a 
hydrogenic atom of atomic number Z, initially in the ground state, due to a linearly polarized, 
monochromatic electromagnetic field treated in the dipole approximation. This has been obtained by 
employing the method of integral transfonnations to solve the inhomogeneous differential equation 
governing 8'1'. We find, for angular frequencies w below the ionization frequency w,' that 8'1'(r,t) is 
characterized by an exponential decrease for large r with a frequency-dependent range parameter 
(aolZ)(1- W/W,)~ll', where ao = h'/me 2 is the Bohr radius. As an application, starting with our result 
for 8'1', we have calculated the frequency dependent polarizability a(w). 

I. INTRODUCTION 

In this series of two articles we derive an exact, 
closed-form expression for the first-order wavefunction 
of a hydrogenic atom of atomic number Z in the pres­
ence of a linearly polarized monochromatic electromag­
netic field of angular frequency w. 1 In particular, we 
deal with the case whereby in the absence of the electro­
magnetic field the atom is in its ground state. Further­
more, we assume that wi Wc « 21 Z a, where Ifwc = Z2e2 I 
2ao is the ionization energy, ao "'" 0.5 A is the usual Bohr 
radius, and a"'" 1/137 is the fine structure constant. 
For these values of w one is justified in adopting the 
simplifying dipole approximation. In the present article 
we limit the discussion to the case that w is less than 
wc' The corresponding problem where w exceeds wc' 
but yet wi Wc « 2/ Z a, is dealt with in the second article 
of this series. 

It is perhaps surprising that although the hydrogenic 
atom is probably one of the most exhaustively studied 
quantum-mechanical systems, an exact, closed-form 
expression for the first-order correction O'l'(r, t) is 
known only for a static electric field. 2 To appreciate 
the complexity of the problem we recall that in stand­
ard first-order perturbation theory, the wavefunction 
is expanded in terms of the infinite set of discrete un­
perturbed bound state eigenfunctions, as well as the un­
perturbed continuum eigenfunctions. With considerable 
effort the relevant expansion coefficients can be cal_ 
culated, but the remaining task of summing over the 
bound states and integrating over the continuum states 
degenerates to a fairly opaque and unrewarding exercise 
in numerical methods. Clearly, a more direct approach 
is required. 

Such an approach was in fact suggested as far back as 
1928 by Podolsky. 3 He showed that o>l1 can be expressed 
in terms of two time-independent spatial functions which 
are solutions of a certain inhomogeneous second-de­
gree partial differential equation [see Eqs. (4)-(7) be­
loW]. To obtain a solution in a useful form to these im­
posing differential equations is a problem of consider­
able complexity, and Podolsky was satisfied to expand 
o>l1 in an infinite series of orthonormal functions in-
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volving the associated L;tguerre polynomials. Unfor­
tunately the unwieldy form of the infinite series pre­
vents one from establishing any of the essential pro­
perties of o>l1. However, Podolsky did succeed in ob­
taining the correct expression for the frequency depen­
dent atomic polarizability for all frequencies up to the 
photoelectric threshold. Over the years this early 
paper was essentially forgotten except for an occasional 
reference by other workers4

,5 who succeeded in reder­
iving the atomic polarizability via some new techniques 
not involving o>l1. The suggestion that one obtain the 
first-order perturbed wavefunction by solving directly 
the differential equation for o>l1 appears to have been 
raised again only in 1951 by Kotani,6 in connection with 
the problem of the hydrogen atom in a static electric 
field. Subsequently Dalgarno and Lewis7 and SchwartzB 

extended this idea to a wider class of problems. We 
have solved the pair of Podolsky equations using the 
method of integral transfcrmations9 and thereby obtain 
o>l1 for the case that the hydrogenic atom is in the 
ground state in the absence of the electromagnetic field. 

We close this section with an outline of the format of 
the present article. Section II is devoted to establish­
ing the relevant basic equations, and in particular to 
deriving the pair of Podolsky equations. We also show 
that the physically relevant solutions of the pair of Po­
dolsky equations can be expressed in terms of the so­
lutions of a single, ordinary second-order inhomogen­
eous differential equation [see Eq. (10)]. This differ­
ential equation is solved by the method of integral trans­
formations in Sec. III. The solution of this equation is 
given in closed form and thus we obtain a closed-form 
integral representation of O>l1Cf, f). This form is par­
ticularly convenient for the purpose of establishing all 
essential properties of o>l1. 

Section IV is devoted to a simple application of our 
results for o>l1. In particular we rederive the known ex­
pression for the frequency -dependent polarizability 
a(w). A new result given [see Eq. (46)] is a particularly 
useful decomposition of a(w), whereby the poles of a, 
occurring for the ls-np resonance frequencies, are de­
scribed by a single term Cl's(w). The remainder term 
a(w)= CI'(w) - Cl's(w) is a slowly varying function of w. Fi-

Copyright © 1977 American Institute of Physics 1871 



                                                                                                                                    

nally, in Sec. V we summarize our present results. 

In recent years a number of important physical quan­
tities have been calculated for the hydrogenic atom 
starting from the nonrelativistic Coulomb Green's func­
tion.l0 These quantities include the cross sections for 
(i) the elastic scattering of photons including retarda­
tion effects; (ii) Compton scattering; (iii) various two­
photon processes. Some of the most important papers 
are those listed in Refs. 5, 11-19. The pair of Podol­
sky equations must also be solvable using the nonrela­
tivistic Coulomb Green's function. However, apart from 
the fact that the Green's function has a complex form, 
to complete the derivation of 15'.[1 appears to be an ex­
tremely formidable mathematical problem. We prefer 
a simple, straightforward derivation of 15'.[1, based on 
the method of integral transformations, which requires 
no prior knowledge of the Coulomb Green's function. 

II. BASIC EQUATIONS 

We consider a nonrelativistic hydrogenic atom of 
atomic number Z in the presence of an external, linear­
ly polarized, electromagnetic wave of angular fre­
quency w. The scalar and vector potentials will be 
chosen in the Coulomb gauge and of the form 

¢ = 0, A= -z(Foclw) sinw(t - ylc). (1) 

Throughout the present work we assume that the elec­
tromagnetic field is so weak that we can restrict our at­
tention to the linear response of the atom. We suppose 
further that in the remote past the atom was in its 
ground state UI00=(Z3/1Ta~)1/2e-Zrl.o, where ao=1i 2lme2 

is the Bohr radius, and m is the reduced mass of the 
electron. Writing the wavefunction as 

(2) 

the first-order time-dependent Schrodinger equation is 

where Ho denotes the unperturbed Hamiltonian 

Ho= _(1i 2/2m)V 2 _Ze2Ir, (4) 

the electron charge is denoted by -e and liwe = Z2e2/2a o 
is the ionization energy. It is convenient to expand 
151/!(r, t) as 

(5) 

so that the time -independent functions f ± satisfy the pair 
of equations 

[Ho + fi(we ± w)]f ± = _~~'::~~ ( 8~~oo)e'lwYle. (6) 

To simplify these equations we shall adopt the dipole 
approximation, whereby the exponential on the right­
hand side of Eq. (6) is replaced by unity. As pointed out 
earlier, this approximation is satisfied if (wlc)(a/Z) 
«1, or, equivalently, if wi we « 2/(Z a), where a is the 
fine structure constant. Thus in the following we con­
sider the pair of equations 
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(eliF o)(aU100 ) 
[Ho + Ii(we ±w)]f.= "\2mw az . (7) 

The first attempt to solve Eq. (7) directly was made 
by Podolsky3 in 1928. The limitations of Podolsky's so­
lution have been listed in the Introduction. Another 
early attempt to solve Eq. (6) was made by Sommerfeld 
and Schur20 in their classic paper on the theory of the 
photoelectric effect for atomic hydrogen. Employing 
standard time-independent Schrodinger perturbation 
theory, those authors expanded the functions f ± in terms 
of the unperturbed hydrogen bound state and continuum 
state eigenfunctions. For their purposes it was suf­
ficient to calculate in closed form the leading term of 
the asymptotic expansion of f ± for large values of r for 
the frequency range w> we' Apart from these early ef­
forts we are not familiar with any other papers dealing 
with the calculation of f ±. In fact, in recent years the 
calculation of matrix elements, appearing in the am­
plitudes for physical processes, are performed circum­
venting the direct calculation of 61/!(r, t). 4.".11-19 

In the following section we obtain the exact solution 
of Eq. (7) in closed form and thereby pave the way for 
establishing all essential properties of 61/!. As a first 
step in that direction we show now that the pair of par­
tial differential equations of Eq. (7) can be reduced to 
a Single, ordinary inhomogeneous differential equation. 
Choosing the z axis as polar axis and employing spheri­
cal coordinates we have 8u lO/az= -(Zlao)(costl)ulOO(r). 

Thus the angular dependence of f±(r; w) will be described 
by a factor costl. We now express the electron-nucleus 
distance r in terms of a dimensionless variable x ac­
cording to the relation 

ro'. J-l(a/2Z)x, (8) 

where J-l is a parameter to be chosen momentarily. It 
is then easy to show that the solutions of Eq. (7) can be 
written as 

f±(r;w)o'.F( 2Zr ; J-l.) costl, 
aoJ-l. 

(9) 

where the radial function F(x; J-l) satisfies the equation 

F"+~FI+ (_!. +!:. _ 22 )F=A(J-l)e-Il. x f2, (10) 
x 4 x x 

A( J-l) = - ~(eFoa/ Ziiw) J-l2(Z3 ;'Tra~)1/2, 

and the quantities J-l± are defined by 

J-l± = (1 ± wi We )"1/2. 

(11) 

(12) 

We conclude then that the pair of functions f± are given 
in terms of a single function F satisfying (10). The rele­
vant solution (10) must satisfy the following boundary 
conditions. At the origin F(x; J-l) must vanish, for other­
wise because of the cose factor, each of f.( 0; w) will , 
not have a unique value. In addition, as long as w < we' 
we require that F(x; J-l) vanish for x tending to infinity. 
As we will see in the following, the latter boundary con­
dition cannot be satisfied if J-l = 2, 3, ... , corresponding 
to the frequency of the applied field being in resonance 
with the dipole transitions from the 1s state. (For the 
frequency regime w> we photoionization is possible and 
thus the appropriate boundary condition at infinity is 
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that If * I remain bounded.) 

As stated in the Introduction, in this article we are 
limiting our attention to the frequency regime w < wC' 
Thus ~. ranges from 1 (static limit) to 2-1 fl (continuum 
edge) and ~_ ranges from 1 (static limit) to + 00 (con­
tinuum edge). In the second article of this series we 
solve Eq. (7) for w> wC' This corresponds to j.L. de­
creaSing from 2-1

/
2 to zero for increasing frequencies 

while IJ.. decr.eases from ioo to 0 along the positive 
imaginary axis. 

III. WAVE FUNCTION IN CLOSED FORM 

A. Integral representation 

In this section we obtain in closed form the solution of 
the differential equation of Eq. (10) which satisfies the 
required boundary conditions. Towards this end we de­
fine a new dependent variable M(x; j.L) by the relation 

F(x; Il) =xe-XI2M(x; j.L). (13) 

Substitution of Eq. (13) into Eq. (10) gives as the equa­
tion for M 

xM" + (4 -x)M' + (j.L - 2)M =A(Il)e-(I>-Ilx/ 2. (14) 

The homogeneous version of this differential equation is 
a special case of the confluent hypergeometric equation. 

We now attempt to obtain the solution of Eq. (14), for 
values of j.L in the range Il> 1, in the form 

M(x; Il) '" J: dtu(t)e-xt (x> 0) , (15) 

where the function u(t) and the real constants a and f3 

are to be determined. This will be recognized as the 
method of integral transformations which is well known 
in the theory of homogeneous, second order, ordinary 
differential equations. 9 With this choice for M, Eq. (14) 
is equivalent to the equation 

This equation is obtained by applying the differential 
operator xd2/dx2+(4 -x)d/dx+ j.L -2 to M(x) of Eq. (15), 
and then integrating by parts. Equation (16) is satisfied 
if one can satisfy the following equations 

d [ 2 dt (t + t)u] + (j.L - 2 - 4t)u = 0 , (17) 

-u(f3)· f3(f3 + l)e-ax + u( a). a( a + l)e-<>x =A(j.L)e-(I>-llX/2. (18) 

The first of these equations possesses a solution of the 
form 

(19) 

where C is as yet an arbitrary constant. Equation (18) 
can be satisfied for three different choices of a and f3: 

(i) a"'0,f3=i(Il-1); (ii) a=i(j.L-l),f3=+""· (iii) a=-l 
1 " 

f3 = 2( j.L - 1). Each choice of the pair a and f3 determines 
a possible solution of Eq. (14). However, a unique 
choice of a and f3 is established by requiring that the 
physical solution of Eq. (14) must satisfy the boundary 
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conditions that M(O) must be finite and M(x) cannot grow 
as rapidly as eX/2 for x - +"". As shown in Appendix A, 
these requirements can be met only for the first of the 
above three possible choices of a and f3. Furthermore, 
referring to Eq. (19) one finds that the term 
u(a)a(a+ l)e-<>'" of Eq. (18) will vanish, when a is set 
equal to zero, only if j.L < 2. Finally, Eq. (18) will be 
satisfied if the heretofore arbitrary constant C of Eq. 
(19) is set equal to C = -16A(j.L)( ~ _1,-(2-1> )(~ + 1,-(2.1». 

Collecting the above results for a, f3, and u(t), and 
substituting in Eq. (15) yields the following expression 
for M(x; j.L), which is valid for 1 < Il < 2 (0 <nw < I E18 

_E21>/)' 

. _ (Z3 )11 2(eF eIlO) /l2 
M(x, IJ.) - 4 1Ta~ Znw (/l _1)2-"(/l + 1)2." 

(20) 

This result, in conjunction with Eqs. (9) and (13) gives 
f Jr; w) for 1 < Il < 2. The integral in Eq. (20) diverges 
at the lower limit for j.L:2: 2. Nevertheless, the expres­
sion in Eq. (20) can be continued analytically for all 
real, nonintegral (i. e., excluding exact resonances) 
values of jJ. (> 2), merely by integrating by parts a suf­
ficient number of times. For example, integrating once 
by parts yields 

( 
Z3 )lf2(eF a ) J.1.2 1 

AI(x; iJ.) = 4 7Ta~ . Z;w
o 

(j.L _1)2-~(j..1. + 1f·" 2 _ Il 

x ~t(j.L + 1)"'1(1l _1)2-~e-("-lb/2 

- .C"-U/2 dt e-xt [1 + IJ. -x(1 + t)] t2-"(1 + t)" } 

(21) 

thereby giving an expression for f.(r; w) of Eq. (9) 
which is valid for all values of Il in the range 1 < Il < 3 
with the exception of IJ. = 2. 

For the range 0 < jJ. < 1, an analysis similar to the 
above yields 

(
Z3)1/2(eFa) j.L2 

M(x; j.L) = 4 iU.iI Zffw
o 

(1 _ 1l)2-" (1 + j.L)2.1> 

(22) 

This form is relevant for the functionf.(r; w) of Eq. (9), 
and it applies for all frequencies w> O. 

It is of interest to examine the solution of Eq. (14) for 
integral values of j.L. For the case j.L = 2, corresponding 
to the 1s-2p resonance, Eq. (14) reduces to a first or­
der equation for the function M'(x) Which can be solved 
directly by standard methods. One readily finds that 

x [~ _ ! e-3t 1 2( t3 + 2t2 + ~ t + .!!!. )] (23) 
27 3 3 9 ' 

where M( 0) is an arbitrary constant. Note first that the 
presence of this arbitrary constant is to be expected 
since any constant is a solution of the homogeneous 
version of Eq. (14) for j.L = 2. Secondly, note that the 
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quantity in square brackets is of order t4 for t - 0 so 
that there is no infrared divergence. However, for large x, 
the integral in Eq. (23) contributes a term which grows 
as x-4eX

• The resulting expression for F(x; IJ.) will thus 
diverge as x-3eX

/
2 for large x. In short, for IJ.= 2, it is 

impossible to satisfy the boundary condition that F(x; IJ.) 
vanish for large x. This behavior is actually heralded 
by the diverging simple-pole factor (2 -lJ.tl appearing 
in Eq. (21). Furthermore, we have here the quantum 
analog of the behavior of a classical harmonic oscilla­
tor which has been driven for all times by an external 
electromagnetic field whose frequency equals the oscil­
lator resonance frequency. For the classical oscillator 
the amplitude is infinitely large, whereas in the pres­
ent case, the perturbed wavefunction, although finite 
for any finite value of r, fails to satisfy the large-r 
boundary condition, in fact growing exponentially for 
r - 00. Similar considerations apply for J.I. = 3,4, .... 

In the following we shall examine in detail the proper­
ties of F(x; IJ.), given by Eqs. (20) and (22). For obtain­
ing numerical values of F(x; IJ.), the form of these equa­
tions is especially convenient, inasmuch as one can 
employ standard numerical techniques for evaluating 
the relevant integrals. We shall defer to Sec. III F, 
quoting and discussing numerical results for F(x; IJ.). 
We first derive a power series expansion for the inte­
grals in Eqs. (20) and (22) as it displays several inter­
esting properties. 

B. Power series expansion 

Writing the series expansion of e-xt in powers of -xt, 
the integral in Eq. (20) is given by 

~ ( l)n n 1(1)-1)/2 
= L: -=+ dtt n+l -l>(l + t)I+1> . 

n. 0 
n=0 

The resulting integrals are given by21 

= (IJ. _1)n+2-1> --=-1 _ 
2 n+2-1J. 

xF(-1-IJ.,n+2 - J.I.;n+3 -IJ.; -~(IJ. -1» 

(24) 

where F denotes the hypergeometric function. Thus we 
obtain 

M(x' IJ.) - !.(~)1/2(eFoao)1J.2 ..f-. (_1)n (jJ. -1 )nxn 1 
, -4 7Ta~ Z/fw ~ n! 2 n+2-1J. 

ncO 

xF(n+4,I;n+3-1J.;-~(IJ.-I». (25) 

A similar treatment of the integral in Eq. (22) also 
yields Eq. (25). In fact, the series in Eq. (25) is de­
fined for all nonintegral values of IJ., even though it was 
obtained from Eq. (20) which applies only for 1 < IJ. < 2. 
Thus Eq. (25) constitutes an analytic continuation of Eqs. 
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(20) and (22) which is valid for all nonintegral jJ.. Note 
that the coefficient of xn has simple poles for IJ. 

'" n + 2, n + 3, • . •. The pole at J.I. = n + 2 appears explicit­
ly in Eq. (25), and the further poles for J.I. 
"'n + 3, n + 4, ••. originate in the hypergeometric func­
tion .F(n + 4,1; n + 3 - Jl; -~(IJ. - 1). 

C. Asymptotic expansion 

We now obtain the asymptotic expansion of M(x; IJ.) for 
large x. We consider first the expression for AI(x; jJ.) 
of Eq. (20). As x - + 00 one can replace the factor 
(1 + t)l+'" of the integrand by its Taylor expansion in 
powers of t. Furthermore, one can extend the upper 
limit of integration to infinity, the resulting error be­
ing exponentially small. Thus one obtains 

(26) 

where (b)n= r(h +n)/f'(b). This same result also obtains 
for Eq. (21) which gives M(x; Jl) in the wider range 
1 < jJ. < 3, IJ. = 2 excluded. In short. Eq. (26) gives the 
asymptotic expansion of M(x; IJ./<- . inverse powers of x 
for x - + 00 for all nonintegral values of Jl with J.I. > 1. For 
= 2, 3,' .. , the expansion in Eq. (26) breaks down since 
various coefficients r(n + 2 - IJ.) diverge. This is con­
sistent with our earlier result that 1V1(x; IJ.) grows ex­
ponentially as x - +00 for Jl = 2, 3, .. '. Heferring back 
to Eqs. (9) and (13) it is seen that for large 1", the func­
tion f .(r; w) drops to zero, with the leading term being 
proportional to rl>-lexp(-Z1"/aoJlJ. Thus, the range pa­
rameter describing this portion of the first-order cor­
rection to the wavefunction is a( w) = Jl_a/ Z 
=(I-w/wetl/2a/Z which is a continuous, monotonical­
ly increasing function of w. Note that if w equals one of 
the Is-np resonance frequencies, Le., w= wn 

=we(I-1/n 2
), (n=2,3,"'), we have that a(w)=na/Z, 

which coincides with the range parameter of the eigen­
function of the unperturbed level np. That is, under the 
action of the electromagnetic field, the unperturbed Is 
electron cloud with range parameter ael Z, is accom­
panied by a portion f _ with a p -like character and whose 
amplitude is proportional to the strength of the external 
field, but which is stretched out to a characteristic dis­
tance (1-w/wetl/2a/Z. Note that as w is increased 
towards the ionization frequency we' the characteristic 
range of f- diverges, as is to be expected, in anticipa­
tion of the photoelectric process which commences 
with we' 

This picture of the behavior of f _ is complemented by 
the fact that as w approaches any of the discrete reso­
nance frequencies wn , f- is closely approximated by 
unl/(w - wn), up to a constant of proportionality. This 
familiar result of perturbation theory will also be re­
derived later in this section by considering the limiting 
behavior of f _ as w - W n' 

We should stress that we have obtained the frequency 
dependence of the range of f _ by a straightforward anal­
ysis of the integral representation of M(x; Jl). By con-
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trast, to obtain this result starting with the Rayleigh­
Schrodinger perturbation series for I)~ appears to be a 
hopeless task. This only serves to point out the enor­
mous advantage of a direct attack on the differential 
equation for I)~, rather than following the universal 
practice of relying on time-independent perturbation 
theory and its expansion of I)~ in terms of the unper­
turbed hydrogenic eigenfunctions. 

The strong sensitivity off_on w stands in bold contrast to 
the behavior off+. For the functionf+, Eq. (22) is of rele­
vance. Note that the exponential factor ext is largest at the 
upper limit of the integral. Thus in order to obtain the 
leading term of the asymptotic expansion of M for 
x - + 00, we need only replace the factor t1-"(1 + t)l +" of 
the integrand by its value at the upper limit t= ~(1 - J.J.). 
Hence we have 

( 
Z3 )1/2 (eF a ) w e U-" h/2 M(x' J.J.) r--.J __ __0_0 -2- __ _ 

, x ~ + ~ 7Ta~ Zliw w x ' 

and thus 

f (r' w) r--.J -- __ 0_0 -2- e-Zrlao cosB. ( 
Z3 ) 1/2 (eF a ) w 

+, r ~ 00 7ra~ " Zliw w 

That is, the range parameter for f + is frequency in­
dependent and equals a/ Z. 

D. Static limit 

(27) 

(28) 

For the static limit, w - 0, a closed-form expression 
for the first-order wavefunction 6~ has been known for 
some years.2 It is given by 

I)~(r) = _ f.. Z3 3 )1/2 (elf Po ) e-Zrlao 
\7Tao 2Znwc 

x-+-- cose .. [zr 1(zr)21 
ao 2 ao 

(29) 

As we now show, this result can be confirmed by care­
fully allowing w to decrease to zero in Eqs. (20) and 
(22). Using Eqs. (8), (9), and (14) and making the 
change of variable in Eqs. (20) and (22), t= ~(1- J.J.)(1 
- s), one easily finds 

f±(r;w)= (e:;:o) ~:~6r/2(!:) e-ZrlaoH(r;J.J.±)cosB, 

where 

To first order in w, J.J.± = 1 'f wi 2wc and 

H(r; J.J.) e><H(r; 1) +(J.J. -1)~ H(r; J.J.)I 
oJ.J. " =. 

=~ +~ (1+ rZ ) .(J.J. -1). 
2 2 2ao 

Substitution of these results in Eq. (5) yields the 
desired result, Eq. (29). 
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(30) 

(31) 

(32) 

E. Resonances 

We now present a brief discussion of the behavior of 
of fjr; w) for values of w in the vicinity of the ls-np 
resonance frequencies wn = wc(1 _1/n2

). As an example 
we consider frequencies w where w e>< w2 = -£wc, or equiv­
alently J.J. '" 2. Referring to Eq. (25), one notes that the 
part of M(x; J.J.) which is Singular as jJ. - 2 is given by the 
n = 0 term of the infinite series: 

M9Ing(X- jJ.) = _ _ __0 __ 16 ~Z3 )1/2 (eF aa) 1 
, 81 7Tag Znw 2 - jJ. , 

(33) 

where we have used the fact that F(4, 1; 1:-~) = ¥t. Using 
Eqs. (5), (9), (13), and (33) one finds directly that for 
w;::; iwc the singular part of the first-order wavefunction 
is given by 

I)~slng(r t) = 6412 (eFoao). u210(r) 3 e-lwt . (34) 
, 243 Znwc (w/wc)-:; 

where 

(35) 

is the unperturbed, normalized 2p, m = 0 hydrogenic 
eigenstate. The expression in Eq. (34), of course, co­
incides with the singular term of standard, first-or­
der time-dependent perturbation theory. This result 
can be extended for angular frequencies w in the vi­
cinity of all the 1s -np resonance frequencies. In fact, 
the standard perturbation series for I)~ possesses the 
advantage that it displays the explicit behavior of I)~ in 
the immediate vicinity of the resonance frequencies. 
Not too close to the resonance frequencies the contribu­
tions to I)~ of all the unperturbed bound states and con­
tinuum states is important and the total contribution is 
given in closed form by the integral representations 
which we have derived for f.(r; w). 

F. Numerical results 

We close this section with a summary of our results 
for I)~(r, t) = eiwtf+ _e-lwtt_ obtained by numerical inte­
gration of the function M(x; iJ.) which enters, via Eqs. 
(9) and (13). We re-express I)~ in terms of its real and 
imaginary parts as 

l5W(r, t) = [coswt ¢jr; w) +i sinwt ¢.(r; w) 1 cosB, (36a) 

where 

¢±(r; w) = F(2Zr/aoiJ.J ±F(2Zr/aoJJ.J. (36b) 

In Figs. 1 and 2 are shown graphs of ¢jr; w) as a func­
tion ofZrlao for several frequencies, from the static 
limit through the ls-2p, ls-3p, and towards the ls-4p 
resonances. We have chosen to graph ¢., for it alone 
arises in the calculation of the frequency-depen­
dent polarizability a(w) given in Sec. IV. The fol­
lowing general features should be noted. Denoting 
the ls-np resonance frequencies by w.= we(l _lIn2

), 

we note that ¢_ has no nodes for r::>O when 0<w<w
2

, 

one node for w2 < w < w3 , two nodes for W3 < W < w4 , etc. 
These nodes move towards larger r as w is increased. 
This behavior is consistent with the result we derived 
earlier that the range parameter of f _, given by a(w) 
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=(1_w/wc )"1/2a/Z, is a monotonically increasing func­
tion of w. In Fig. 1 we also show the contribution of the 
2p and 3p terms of the perturbation series for ¢.. One 
might perhaps have argued that the contribution of these 
states to I'n/J should be very close to the exact solution. 
For large values of rZ/ao the approximate perturba­
tion contribution is numerically close to the exact value 
of ¢.' However, this glosses over the fact that the for. 
mer contribution cannot be characterized as decreasing 
exponentially with the range parameter a( w), which is 
the property of the exact solution. For smaller values 
of r Z / ao the approximate perturbation contribution dif. 
fers very significantly from the exact solution. The 
large amplitude and change of sign of ¢. for two fre· 
quencies lying close to and straddling any resonance 
frequency is to be expected and does not warrant any 
special comment. 

In the following section we employ our results for 01/1 
to calculate a(w), the frequency-dependent polarizabili­
ty. 
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0.04 

o 

0.4 

0.2 -

o 
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, 
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Z r 10 0 

f-1:=1.I 

f-1:= 1.9 

f-1:=2.9 

12 14 16 18 

FIG.!. The evolution of the exact, first-order correction to 
the wavefunction of the hydrogenic atom as the frequency of the 
external electromagnetic field sweeps from the static limit (f.L_ 
= 1) through the 1s-2p (Il_= 2), and towards the 1s-3P (1'- = 3), 
atomic resonances. The solid curve represents the radial func­
tion <1>_, defined by Eq. (36), divided by the constant -87r(eFoaol 
Znwe)(Z3ha~)1/2. The contribution of the 2P and 3p terms of the 
usual perturbation series is represented by the dashed curve. 
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FIG. 2. The radial function </dr;w), defined by Eq. (36), divided 
by the constant -87r(eFoao/Zn'.ve)(Z3/7ra~)1/2, for frequencies be­
tween the 1s-3p (J.L_=3), and 1s-4p (J.L_=4), resonances. 

IV. FREQUENCY-DEPENDENT POLARIZABILITY 

The dipole moment induced in the atom by the electro· 
magnetic field described by Eq. (1) is given by 

p(t; w) = J d 3rop(r, t; w), (37) 

where op = -e( 1 \).11 2 
- uioo) is the field induced change in 

the electron probability density. To first order in the 
amplitude Fo of the external field 

op(r, t; w) = -2eu1aa(r)¢.(r; w) cos8 coswt, (38) 

where we have used Eqs. (2), (5), (9), and (36), and the 
fact that F is a real function of its variables. Substi­
tuting Eq. (38) for op in Eq. (37), the induced dipole mo­
ment is given by 

x F --; iJ.+ -F --; iJ.. • [ ( 2Zr ) (2Zr ) J 
aaiJ.+ aoiJ.-

(39) 

Note that the induced dipole moment is proportional to 
the electric field vector with no phase lag. This re­
flects the fact that, to first order in Fa, as long as w 
is less than the ionization frequency we (and does not 
equal one of the ls-np resonance frequencies wn), the 
electron does not absorb energy from the electromag. 
netic field. 
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It is convenient to write the polarizability, defined by 
p= zCl(w)Fo coswt, as the sum of the separate contri­
butions of F(x; IJ.J and F(x; IJ.J, 

Cl(W) = u(IJ.J + u(IJ.J. (40) 

We first evaluate Cl(IJ.J supposing, for the moment, that 
1 < IJ. < 2. Employing Eqs. (13) and (20) and performing 
the integration over r one finds 

(,,01l/2 t1°"(1+t)1+" 

x Jo dt[t+1(IJ.+1W· 

We now show that the integral in Eq. (41) can be ex­
pressed in terms of the hypergeometric function. 
Making the change of variables t= (IJ. -1)(IJ. + 1)oly[1 
- y(IJ. -1)/(IJ. + 1)]"\ we have 

u(IJ.) = 210 (;~) (IJ. ~61)9 (:e) 

(41) 

f 1 (IJ.-1 )/[ (IJ._1)2 J5 
X a dy ylo" 1 - IJ. + 1 y 1 - IJ. + 1 y . 

(42) 

Now with the rearrangement 

( 
IJ. - 1) [ ( IJ. - 1 ) 2 ] 

1- IJ.+1 y= 1- IJ.+1 Y 

the integral in Eq. (42) can be rewritten successively as 

fol dy {lo" ( 1 _ ~: ~ y) / [ 1 _ ( ~: : ) 2y J 5} 

= (dY y1
o

" / [1 -( ~:: ty J 4 

- ~~+ ~~J fa 1 dy y2
o

" I [ 1 - ( ~: 11 ry r 
1 1 [1_(:'+-11)2J

0
4 

= -2" IJ. -1 ~ 

(43a) 

Equation (43b) is obtained from Eq. (43a) by transform­
ing the second integral by an integration by parts. The 
hypergeometric function has the following well- known 
integral representation22 (AS, p. 558, Eq. 15.3.1): 

F(a, b; c; Z) = r(b)~~~ _ b) fa 1 dttIJ-1(1 - t)e.IJ-l(1 - tZ)-a 

(44) 
as long as Rec> Reb> O. Thus in accordance with our 
earlier restriction, 1 < IJ. < 2, it follows that the integral 
on the rhs of Eq. (43b) is given by (2 - IJ.)"lF(4, 2 - IJ.; 
3 - IJ.; (IJ. - 1)2/( IJ. + 1)2) and the portion Cl( IJ.J of the 
polarizability is given by 
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with IJ. replaced by IJ.0. A similar analysis shows that 
Eq. (45), with IJ. replaced by IJ.+, also gives Cl(IJ.J. Fi­
nally, the polarizability Cl( w) is given by Eq. (40). 

Inspection of Eq. (45) shows that Cl(IJ.) has simple 
poles for IJ..= 2, because of the factor (2 - IJ.)"\ and for 
IJ.. = 3,4,' .. , because of the simple poles of F. For all 
other values of IJ.. the quantity Cl( IJ.J is analytic. Thus 
Eq. (45) constitutes the expression for a( IJ.J for all 
nonintegral values of IJ.., even though it was derived 
using the expression of Eq. (20) which applies only for 
the limited range 1 < IJ.. < 2. On the other hand, a( IJ.J is 
analytic for all values of IJ.+ in its range 0<IJ.+<1, i.e., 
for all frequencies w from the static limit to the infinite 
frequency limit. Thus the total polarizability a(w) 
= a(IJ.J + a(IJ.J has simple poles at all of the 1s-np, 
n = 2,3, •• " resonance frequencies, but is otherwise 
analytic. 

The above results, Eqs. (40) and (45), for the po­
larizability were first derived by Podolsky,3 although 
he expressed his answer as the sum of two infinite ser­
ies, which in fact are the standard power series expan­
sions of the hypergeometric function, involving the var­
iables IJ.. and IJ.+. 

The static limit of a( w) can be obtained by carefully 
evaluating Eq. (45) as w - O. The same result is most 
simply obtained by directly evaluating the dipole mo­
ment of Eq. (37) using the static limit wavefunction of 
Eq. (29). The final result is a(0)=1(a~/Z4). This re­
sultwasfirstobtained in 1926 independently by Went­
zel,23 Waller /4 and Epstein25 in their treatment of the 
second-order Stark effect for atomic hydrogen. 

As seen above, a(w) possesses simple poles for w 
equal to any of the 1s-np resonance frequencies w n• In 
Appendix B we show that 

a(w) = a(w) + as(W), 

where 

a(w)=_lli.. 1T ...2......£, --- cot1T1I a
3 (W )5 (IJ... 1 )2". 

S 3 Z4 W IJ.0 + 1 ,-., 

(46a) 

(46b) 

and a( w) is real and finite for 0 < w <:; we' The explicit 
form for a(w) is given in Eqs. (B6) and (BS). That is, 
Eq. (46) constitutes the decomposition of the polariza­
bility as the sum of a regular function, a(w), and a 
function which has a simple pole when w = wn , or equiv­
alently when IJ..= (1 - wi W e )"1/2 = n(= 2, 3,' .. ). The com­
pact, closed form for the singular term as(w) should 
be contrasted with the perturbation theory result for 
a(w) which includes an infinite series of simple poles. 
This decomposition is particularly useful for values of 
w just below we' where the resonance frequencies wn 
become infinitely dense as w - we - O. For very low 
frequencies, Eq. (46) is no longer useful since both 
a(w) and as(w) possess spurious singularities in the 
static limit, even trough a(w) is finite and well behaved 
for 0 <:; w < w 2 = tWe' We shall arbitrarily restrict usage 
of Eq. (46) to the interval i <:; wi we < 1. The choice of 
lower limit wi we = i, is guided by the fact that for this 
value of w we have as = 0 and a = a. 

In Table I we have listed values of a(w) for selected 
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TABLE 1. Total polarizability O'(w) and partial polarizability 
a(w) [see Eq. (46)], in units of a~/Z4, for 05W/We <1. 

o 
0.02 
0.04 
0.06 
0.08 
0.10 
0.12 
0.14 
0.16 
0.18 
0.20 
0.22 
0.24 
0.26 
0.28 
0.30 
0.32 
0.34 
0.36 
0.38 
0.40 
0.42 
0.44 
0.46 
0.48 
0.50 
0.52 
0.54 
0.555' .. 

(Y(W) 

4.5 
4.502660 
4.510661 
4.524065 
4.542979 
4.567553 
4.597987 
4.634534 
4.677505 
4.727276 
4.784300 
4.849115 
4.922358 
5.004787 
5.097301 
5.200968 
5.317065 
5.447123 
5.592992 
5.756922 
5.941675 
6.150673 
6.388211 
6.659744 
6.972315 
7.335173 
7.760721 
8.265994 
8.729165 

0.555" . 
0.56 
0.57 
0.58 
0.59 
0.60 
0.61 
0.62 
0.63 
0.64 
0.65 
0.66 
0.67 
0.68 
0.69 
0.70 
0.72 
0.74 
0.76 
0.78 
0.80 
0.82 
0.84 
0.86 
0.88 
0.90 
0.92 
0.94 
0.95 
0.98 
1.00 

8.729165 
7.939421 
6.316805 
4.886651 
3.625831 
2.514401 
1.534665 
0.671340 

-0.089003 
-0.758144 
-1.346435 
-1.862984 
-2.315818 
-2.712021 
-3.057854 
-3.358857 
-3.845451 
-4.204808 
-4.463004 
-4.640nO 
-4.754458 
-4.817348 
-4.839944 
-4.830714 
-4.796474 
-4.742720 
-4.673887 
-4.593561 
-4.550016 
-4.409462 
-4.309921 

values of w/we in the interval (-t, 1). The values of 
(i(w) were obtained by calculating a (w), employing Eqs. 
(40), (45), and (46).26 We have also listed values of a 
for the lower frequency regime o <;;w/we <;;t. The 
limiting value a(we ) '" -4.3099214· •• a~/Z4 is derived in 
Appendix B. A graph of a(w) versus w is given in Fig. 
3. A simple method for obtaining moderately accurate 
values of a(w), without recourse to extensive computer 
calculations, is to evaluate the rhs of Eq. (46) using the 
values of a(w) listed in Table 1. Specifically, by apply­
ing standard extrapolation techniques to the entries in 
Table I, one can obtain moderately accurate values of 
a(w) for any angular frequency w < we' 

Another advantage of the decomposition of Eq. (46) is 
that one can readily obtain the following result (see Ap­
pendix B) for a"(w), the imaginary part of a(w), 

(47) 

This result expresses the fact that for w < we the atom 
absorbs energy from the electromagnetic field only 
when the frequency of the field coincides with one of the 
1s-np resonance frequencies. The appearance of delta 
functions reflects the fact that in the present treatment 
we are excluding the possiblility of spectral line widths. 

With the aid of Eq. (47), one can readily obtain the 
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expressions for the oscillator strengths for the Lyman 
spectral series of a hydrogenic atom 

256 n'(n _ 1)2n-4 
gn=-3- (n+1)2n+4 (n=2,3,···). (48) 

It is traditional in the theory of optical and x-ray dis­
persion to simulate atomic scattering of electromag­
netic radiation by an assembly of ersatz electric-dipole 
oscillators whose natural frequencies are identified with 
the atomic absorption frequencies. 27 The polarizability 
is related to the total scattering factor of the assembly 
of oscillators by the formula 

e 2 

a(w)= - --2f(w), 
mw 

(49) 

where m is the electron mass. If there are gn oscil­
lators with natural frequency wn and if each oscillator 
is assumed to have vanishingly small damping, then 
f(w) is given by27 

g w 2 

f(W)=L 2 "2 • 2E ' 
W -w -tW n n 

(50) 

where E is an arbitrarily small, real positive number. 
Using the identity (x - iE)"l = Px-1 + i7fO(x), where P de­
notes the principal value and 0 denotes the Dirac delta 
function, we have 

7f e2 
'\"' g 

u"(w) = _- - ~ -l!. o(w -w). 
2 111 n wn n 

( 51) 

a(w) 

5-

a(w) 

o 

- 5 

o 0.5 

w/wc 

FIG. 3. The total polarizability 0' tv) and partial polarizability 
(t (w) in units of a~/Z4, for 0:5 JJ/We 51. The quantity 0' (w) has 
simple poles for w/ we = 1 - n-2 (n = 2,3, ... ). With the aid of 
Eq. (46a) , 0' (w) is decomposed as the sum of a finite, well-be­
haved quantity a(w), and a compact singular term O'.(w) given 
by Eq. (46b). Usage of Eq. (46) is arbitrarily restricted to the 
interval!. 5 wi We < 1. The choice of lower limit, u)/ we = t, is 
guided bi the fact that for this value of wane has (Y s = 0, and 
thus a = 0'. 
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In order to be applicable to the hydrogenic atom, the 
summation sign in Eq. (51) must be interpreted to in­
clude a discrete sum, appropriate to the discrete 1s-np 
resonance frequencies, as well as an integral to incor­
porate all dipole transitions from the 1s to continuum 
states. However, for our present discuSSion, where 
w is restricted to below the ionization frequency we' it 
is sufficient to suppose that the summation sign in Eq. 
(51) only includes a sum over discrete frequencies. 
Comparison of Eqs. (47) and (51) leads to the result Eq. 
(48) for the oscillator strengths g n' Note carefully that 
this expression gives the oscillator strengths for Is-np 
transitions, Le., for the Lyman spectral series of the 
hydrogenic atom. The conventional quantum-mechanical 
prescription for calculating gn is to use the expression 

(52) 

The values of the matrix elements (n11 z 110) and gn can 
be found, for example, in the classic text of Bethe and 
Salpeter. 2H 

V. DISCUSSION AND SUMMARY 

In this article we have obtained an exact, closed-form 
solution for the first order correction to the wavefunc­
tion of a hydrogenic atom in the presence of an exter­
nal, linearly polarized electromagnetic wave of angular 
frequency w. The atom is assumed to be initially in the 
ground state and the external field is treated in the di­
pole approximation. This program has been achieved by 
employing the method of integral transformations to 
solve the inhomogeneous differential equation governing 
the first order wavefunction. Specifically, this wave­
function, given by Eqs. (2) and (5), is expressed in 
terms of two time-independent functions I.(r; w) which, 
in the dipole approximation, satisfy Eq. (7). It was 
shown that the radial portion of these two functions can 
be expressed, via Eqs. (9) and (13), in terms of the so­
lution of an inhomogeneous version, Eq. (14), of the 
confluent hypergeometric equation. 

There are two crucial aspects of Eq. (14) which as­
sured a solution of the form of Eq. (15). The first is the 
fact that both of the linearly independent solutions of 
the homogeneous version of Eq. (14), L e., the confluent 
hypergeometric equation, can be expressed in the form 
(15), with an exponential kernel (see p. 505 of Ref. 22). 
In fact, for the homogeneous solutions, the function 
u(t) is also given by Eq. (19). Of course, these two so­
lutions correspond to two different choices for the up­
per and lower limits of integration, a and (3. Secondly, 
the inhomogeneous term of Eq. (14) is itself an expon­
ential, originating from the term GUlO/az of Eq. (7). 
For the function u(t), given by Eq. (19), the integral of 
Eq. (16) vanishes and the latter equation reduces to an 
algebraic equation, (18), requiring that the so-called 
bilinear concomitant be equal to the inhomogeneous 
term. For a different initial, unperturbed state of the 
hydrogenic atom, say the metastable u 200 state, the re­
placement for the right-hand side of (14) will involve 
powers of x as well as an exponential function. As such, 
a solution of the form (15) no longer appears to be pos­
sible. 
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If one wishes to go beyond the dipole approximation, 
as is required for sufficiently high frequencies when the 
inequality wi we « 21 Za is no longer satisfied, the ma­
thematical difficulties are greatly increased. The rele­
vant equation is Eq. (6). Now the presence of the fac­
tor exp('fiwylc) on the right-hand side of Eq. (6) neces­
sitates the series expansion of I. in terms of spherical 
harmonics. For each partial wave the radial function 
satisfies a different inhomogeneous differential equa­
tion. 

The manifold advantages of a closed form, integral 
representation of the first order wavefunction have been 
apparent throughout this work. This form has enabled 
us to extract all essential analytic and numerical pro­
perties of the wavefunction. Especially noteworthy is 
the result that the first order wavefunction decays ex­
ponentially for large r with the frequency dependent 
range parameter (a/ Z)( 1 - wi We}"I/2. In addition, start­
ing from the first order wavefunction, we have derived 
the frequency-dependent polarizability a(w), as well as 
a useful decomposition of a as the sum of a single term, 
embodying the poles of a, and a slowly-varying re­
mainder term. 
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APPENDIX A 

For values of tl in the range 1 < tl < 2, the differential 
equation of Eq. (14) possesses a solution of the form 

M(x' tl) = J8 dtu(t)e-xt (A1) 
'0< ' 

where 

(A2) 

for three possible choices of upper and lower limits Q 

and (3. These are: (i) a=O,{3=i(tl -1); (ii) a=t(tl 
-1), {3 = + 00; (iii) Q = -1, (3 = t(J.L - 1). As shown in the 
text, the first of these choices leads to a solution which 
meets the requisite boundary conditions that M(O) be fi­
nite and M(x) cannot grow as rapidly as eX

/
z for x _ + 00. 

We show here that the remaining two choices of Q and 
{3 are unacceptable since, although these lead to bona 
fide solutions of Eq. (14), these solutions fail to satisfy 
the above-mentioned boundary conditions. Consider 
first the solution 

(A3) 

The boundary condition for large, positive x is met 
since the integral vanishes in this limit. However, the 
boundary condition at x = 0 is not satisfied since the in­
tegral in Eq. (A3) diverges. 

For the last choice of a and (3 the solution of Eq. (14) 
is of the form 

M(x; tl) = c J ~~-1)/2 dt t1-"(1 + t)1 + "e-xt• (A4) 

In this case M(O; tl) remains finite if tl lies within the 
interval 1 < jJ. < 2. However, for x - + 00 the integral di-
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verges due to the exponential increase of the integrand 
for negative values of t. 

APPENDIX B 

In Sec. N A we rewrote the frequency-dependent po­
larizability a(w) as a sum of two terms, [see Eq. (46)], 
where the first term a(w) is real and regular through­
out the frequency interval 0 < w < we' and the second 
term, as(W), possesses simple poles when wequals one 
of the ls-np resonance frequencies w n• In this Appendix 
we derive the explicit form of a(w) and show further 

which applies if 11 -x I < 1, I arg(1 -x) 1< 7T. Here m de­
notes any positive integer, (a)k= a(a + 1)' .. (a + k -1), 
(a)o= 1, and I)!(y) = r'(y)/r(y) is the logarithmic deriva­
tive of the gamma function, or so-called psi function. 
It will be recalled that I)!(y) possesses simple poles for 
y=O, -1, -2,' .. , and also that it obeys the reflection 
formula (AS, p. 259, Eq. 6.3.7) 

l)!(l-y)=I)!(y)+7Tcot7TY 

and the recurrence formula (AS, p. 258, Eq. 6.3.5) 

1)!(1 + y) =I)!(y) + 1/y. 

In the case at hand, a=2-JJ., b=4, m=3, andx= 

(B2) 

(B3) 

= (JJ. _1)2/(JJ. + 1)2. It is easily shown that for the param­
eters relevant to a( JJ.J, the first term on the right-hand 
side of Eq. (Bl) equals 
1~2 (2 - JJ.)( JJ. + 1)6JJ. -3[1 + 2JJ.(1 + JJ.)"1 + 8JJ. 3(1 + JJ.t3]. Ex­
amining Eq. (B1) it will be seen that the poles of F orig­
inate solely in the terms I)!(a + k) = 1)!(2 + k - JJ.)' Further­
more, using Eqs. (B2) and (B3) we can write 1)!(2 + k - JJ.) 
as 

1 
I)!( 2 + k - JJ.) = COt7T JJ. + I)!( JJ. - 1) + -2 -

-JJ. 

1 1 
+--+ ..• + 

3-JJ. k+1-JJ.' 
(B4) 

and it will be seen that the Singular terms of F originate 
solely from the term 7Tcot7r JJ. of 1)!(2 + k - JJ.). [The singu­
lar terms (2 - JJ.t1, . .. , (k + 1 - JJ.)"1 in Eq. (B4) are can­
celled by the factor (a)k= (2 - JJ.)" appearing in Eq. (El).1 

These singularities of F are simple poles and they oc­
cur for JJ. = 3,4,' . '. Denoting by F. that portion of F 
which is singular for JJ. = 3, 4,' .. , we have 

( (
JJ. _1)2) F. 2-JJ.,4;3-JJ.; M+l 

(B5) 
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that a( we) = -4.30992137 ... agl Z4. In addition, we derive 
Eq. (47). 

The polarizability is given in Eqs. (40) and (45). The 
portion et( JJ..) is well behaved for all frequencies 0 < w 
< we and thus we shall leave its form intact. The singu­
larities of u(w) are all simple poles, corresponding to 
the simple poles of the expression et(JJ.) of Eq. (45) for 
JJ._ = 2, because of the factor (2 - JJ.t1, and for JJ._ = 
= 3,4, ... , because of the poles of the hypergeometric 
function. Now the latter function can be rewritten using 
the relation (AS, p. 560, Eq. 15.3.12) 

The remaining, analytic, portion of F will be denoted by 
by Ii', and it is given by 

-( (JJ. _1)2) F 2-JJ.,4;3-JJ.; 'JJ.+1 

1 ( 2JJ. 8JJ. 3 ) = 192JJ.3 (2-JJ.)(ll+1)6 1+1+JJ. +(1+JJ.)3 

+ ;! (JJ. - 2)JJ.(JJ.2 -l){lY+ In4+ InJJ. - 2In(JJ.+ 1)] 

(B6) 

where we have used the fact that I)!(k + 1) 
= -Y + 1 +.~ + ... + 11k, and y is Euler's constant. Em­
ploying Eq. (B5) we find that the singular part of a(w), 
denoted by as(w), is given by 

( ) 
_ 256 a o We ~ 3 ()5( 1)2"-

as w - - 3" 7T zr w JJ._ + 1 cob JJ._ . (B7) 

The well-behaved portion, a(w), of a(w) is given by 

(B8) 

Selected values of a(w) are listed in Table 1. 
We now turn to the evaluation of a(w) for the frequen­

cy w = we' which corresponds to JJ.. = 2-1
/
2 and JJ._ - +00. 

The value of u( il. = 2-1
/
2) is readily established using 

Eq. (45). The value of the hypergeometric function 
F(4,2 _ 2-1/ 2; 3 _ 2-1 / 2 ; (21 / 2 _1)4)= 1.069957797' .. is 
simply obtained using the usual power series expansion 
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F( b ) ..f- (a)n(b)n n 
a, ;c;x = L..J -,-(-)-x , 

n=0 n. c n 

(B9) 

which proves to converge very rapidly for the requisite 
argument. The final result is 

Now the series in square brackets can be rewritten as 
follows: 

as can be seen upon writing e·4 =:0:'0(_1)n4 n/n! and 
multiplying out the resulting right.hand side of this 
equation. Furthermore, the exponential integral func· 
tion Ei(x) , defined as (AS, 230, 5.1.40) 

Ei(x)=Y+lnx+ JX dtrl(e t -1) (x>O), 
o 

(B13) 

has the power series expansion (AS, 229, 5.1.10) 

~ xn I 
Ei(x)=y+lnx+ L n'n! (x>O). 

n=l 

(B14) 

Collecting these results we arrive at the conclusion 

(B15) 

and thus 

= -4.30992137' .. a~/z4. (B16) 

We now proceed to derive Eq. (47). For this purpose 
we recall that as(w) is real and well behaved for all 
values of w in the interval (0, we) which are unequal to 
the ls.np resonance frequencies. To study the imme· 
diate vicinity of the singularities of as, we replace the 
frequency w by w(l-iE), where E is a real, infinitesi­
mal, positive number. Equivalently, Il. is replaced by 
Il. -iE. It then follows that for values of Il. in the im­
mediate vicinity of Il. = n, the singular part of the quan­
tity 1T cot1T(1l -iE) is given by (Il. -rt _iErl = P(Il. _nrl 
+ i1T o( Il_ - n), where P denotes the principal value, and 
o denotes the Dirac delta function. That is, in the im­
mediate vicinity of Il. = n, a.( w - iWE) has an imaginary 
part in the limit E - 0+ and it is proportional to o( Il. - n). 
This argument can be made for any integer value of n. 
It follows, then, that for frequencies 0 < w < we' 

(B17) 

where air denotes the imaginary part of a(w). Now 
O(Il. -n) = (2w/n 3)O(w - wn), where wn = we(1-1/n 2

), and 
thus one finds directly that 0:"( w) can be written in the 
form Eq. (47). 
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(BI0) 

starting from Eq. (Bl), and using the property 
(AS, 259, 6.3.18), l/!(x) -lnx+O(l/x), the limiting value 
of F as Il. - 00 is found to be 

(Bll) 

1 A preliminary account of a portion of the results contained in 
this article appears in: M. Luban, B. Nudler, and 1. Freund, 
Phys. Lett. A 47, 447 (1974). 

2See , for example, L. I. Schiff, Quantum Mechanics (McGraw­
Hill, New York, 1968), 3rd ed., Sec. 33. Credit for deriving 
the wavefunction in this case is given to M. Kotani, Ref. 6. 

3B. Podolsky, Proc. Natl. Acad. Sci. U. S.14, 253 (1928). 
4M. Kar' sand H. J. Kolker, J. Chern. Phys. 39, 1493 (1963). 
5M. Gav L, Phys. Rev. 163, 147 (1967). 
6M. Kol Quantum Mechanics (Yuwanami, Tokyo, 1951), 

Vol. I, p. 127. 
7 A. Dalgarno and J. T. Lewis, Proc. Roy. Soc. London A233, 

70 (1955). 
8C. Schwartz, Ann. Phys. (N.Y.) 6, 156 (1959). 
9R. Courant and D. Hilbert, Methods of Mathematical Physics 

(Interscience, New York, 1953), Vol. I, pp. 466-8; R. V. 
Churchill, Operational Mathematics (McGraw-Hill, New 
York, 1958), 2nd ed., Sec. 17; G. Doetsch, Introduction to 
the Theory and Application of the LaPlace Transformation 
(Springer, New York, 1974), Sec. 38. 

loL. Hostler and R. H. Pratt, Phys. Rev. Lett. 10, 469 (1963). 
IlL. P. Rapoport and B. A. Zon, Phys. Lett. A 26, 564 (1968); 

Zh. Eksp. Teor. Fiz. Pis'ma 7, 70 (1968) [JETP Lett. 7, 52 (1968)]. 
12B. A. Zon, N. L. Manakov, and L. P. Rapoport, Sov. Phys. 

JETP 28, 480 (1969). 
13L. P. Rapoport, B. A. Zon, and N. L. Manakov, Sov. Phys. 

JETP 29, 220 (1969). 
14S. Klarsfeld, Phys. Lett. A 30, 382 (1969); Nuovo Cimento 

Lett. 1, 682 (1969); 2, 548 (1969); 3, 395 (1970); Phys. Rev. 
A 6, 506 (1972). 

15M . Gavrila and A. Costescu, Phys. Rev. A 2, 1752 (1970). 
16M. Gavrila, Phys. Rev. A 6, 1348, 1360 (1972). 
17A. Costescu and M. Gavrila, Rev. Roum. Phys. 18,493 (1973). 
18M. Gavrila, Rev. Roum. Phys. 19,473 (1974). 
19M. Gavrila and M. N. Tugulea, Rev. Roum. Phys. 20,209 (1975). 
2oA. Sommerfeld and G. Schur, Ann. Phys. 4,409 (1930). 
211. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series, 

and Products (Academic, New York, 1965), 4th ed., p. 284, 
Eq. 3.194. 

22M. Abramowitz and 1. A. Stegun, Handbook of Mathematical 
Functions (National Bureau of Standards, Washington, D. C., 
1964). We shall use the code AS, followed by the relevant 
page and equation number to identify the source of the quoted 
formula. 

23G. Wentzel, Z. Phys. 38, 518 (1926). 
241. Waller, Z. Phys. 38, 635 (1926). 
25p. S. Epstein, Phys. Rev. 28, 695 (1926). 
26 We remark that our calculated values of CI (w) are in agree­

ment with those published by Gavrila.5 Strictly speaking, 
Gavrila has tabulated a quantity M(w) which is proportional 
to the Kramers-Heisenberg matrix element describing the 
elastic scattering of photons by a hydrogen atom in the dipole 
approximation. The polarizability is related to Gavrila's 
function by the relation 0'(w)=-4(we/w)2(a~/Z4)M(w). 

27See, for example, R. W. James, Optical Principles of the 
Diffraction of X-Rays (Cornell U. P., Ithaca, New York, 
1965), Chap. IV. 

28H. A. Bethe and E. E. Salpeter, Quantum Mechanics of One and 
Two Electron Atoms (Springer-Verlag, Berlin, 1957), p. 263. 

M. Luban and B. Nudler-Blum 1881 



                                                                                                                                    

Classes of solvable Volterra integral equations 
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We display several classes of Volterra equations which can be transformed to the so-called faltung form 
and are thus solvable in terms of Laplace transforms. 

In this note we describe a method for obtaining the 
solution of several classes of Volterra integral equa­
tions. We begin by considering Volterra equations of the 
first kind, of the form 

Jox dy K«x2 - y2)1/2)¢(y) =g(x), (1) 

where the kernel K and the function g are given, and 
¢(x) is to be determined. An equivalent form of this 
equation is 

Jr/2 def(x sine)<I>(x cose) =g(x), (2) 
o 

where f(u) = uK(u). 

A special case of Eq. (2), namely g(x) '" 1T /2, is of cen­
tral importance in correcting measured intensities in 
conventional small-angle x-ray scattering experiments 
employing long, narrow slitS.'-3 Prior to the present 
work the only known solution2 of that equation was for 
the special case f(lI) =exp(_u2

). 

The key step in solving Eq. (1) consists of rewriting 
the equation so that it assumes the so- called faltung 
form,4 which is solvable in terms of Laplace transforms. 
This is achieved by defining a triplet of functions K 2 , g2' 
<1>2' by the equations 

K2(u2
) = K(u), 

g2(U 2
) =g(u), 

¢2(U2) = ¢(u)/u, 

(3) 

(4) 

(5) 

as well as a pair of variables l' = X2, /{' = y2. Substituting 
in Eq. (1), one obtains 

(6) 

which has the desired faltung form. Letting K2 , g2' and 
4>2 denote the Laplace transforms of K 2 , g2' and (!J2' re­
spectively, Eq. (6) is then equivalent to the algebraic 
equation 

In terms of the original functions we have 

K2(S) = J~"'dve"'vh2(v) 
= 2 J'" dx x exp(-s;\~)K(x), 

o 

g2(S) = 2 J '" dx x exp( _SX2)g(X), 
o 

and the solution of Eq. (1) is given by 

(7) 

(8) 

(9) 
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(10) 

The symbol L;1{ ••• } denotes the usual inverse Laplace 
transform5 of the quantity in braces, but evaluated for 
the argument x" . 

The above method can also be used to solve Volterra 
equations of the third kind of the form 

r dy K«x2 _ \,2)' 12 )cp( y) = g(x)+~ jJ. cp~x) , 
o A 

where jJ. is a constant. The final result is 

¢(x) =2xL;1U2(S)/[K2 (s) - jJ.l}. 

(11) 

(12) 

We are, however, unaware of any physical realization of 
Eq. (11). 

One can readily generalize the above method of solu­
tion so as to solve equations of the form 

r dy K[(xn - yn)' Inj(tJ(Y) =g(x), (13) 
o 

where II is any positive integer. The final result is 

where 

and 

gn(s) =nJ'" dx xn-' exp(-sxn)g(x), 
o 

i(,(s) = Il J '" dx x'-' exp( _sxn)K(x). 
o 

(14) 

(15) 

(16) 
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Structural properties of the self-conjugate SU(3) tensor 
operators 
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Denominator functions for the set of self-conjugate SU(3) tensor operators are explicitly obtained and 
shown to be uniquely related to SU(3)-invariant structural properties. This relationship becomes manifest 
through the appearance of zeroes of the denominator functions which thereby express the fundamental null 
space properties of SU(3) tensor operators. It is demonstrated that there exist characteristic denominator 
functions whose zeroes, in position and multiplicity, possess the interesting, and unexpected, property of 
forming SU(3) weight space patterns (in which the zeroes play the role of weights). 

I. INTRODUCTION 

The purpose of the present paper1 is to illustrate in 
the simplest comprehensive case-the set of self-con­
jugate SU(3) tensor operators-precisely how the canon­
ical operator construction2 implies structural informa­
tion equivalent to a unique [within (±) phases] definition 
of the operator. This structural information is SU(3)­
invariant, and is contained in the SU(3) denominator 
function (the operator norm). The zeroes of this de­
nominator function define the set of SU(3) vectors anni­
hilated by the tensor operator in question; this set is 
called the null space oj the tensor operator. It is a 
fundamental result for SU(3),3 which we illustrate in 
this paper, that the canonical construction implies that 
the null spaces for the tensor operators in a given 
multiplicity set are simply ordered by inclusion, and 
this fact characterizes the operators uniquely. 

To illustrate these results explicitly, and fully, would 
require that one construct the set of all canonical tensor 
operators, determine their invariant norms (denomi­
nator functions), and demonstrate directly the null 
space properties of this set of denominator functions. 
This we have done, and the results will be presented 
subsequently.4 As one might expect, these general re­
sults are formidably complicated, and their very gen­
erality obscures the structure under discussion. For 
the set of self-conjugate operators, the canonical con­
struction is greatly simplified, and the underlying 
structure can be much more readily understood. Since 
the self- conjugate operators do in fact realize the full 
multiplicity, their structure does indeed suffice to il­
lustrate the general features of the problem. Accord­
ingly we shall in this paper concentrate, for clarity, on 
this particular case alone. 

a) Supported in part by the National Science Foundation under 
grant GP-14116. 

h) Supported in part by an Overseas Scholarship from the Royal 
Commission for the Exhibition of 1851. 

c)Work performed under the auspices of the USERDA. 
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The principal result which will be obtained in this 
paper is the generalization of the characteristic denom­
inator function G/(~,x) [ef. Sec. IV, Eq. (20)]. A spe­
cial case of this function was defined earlier for 
stretched operator patterns1 (t = 1) and for minimal op­
erator patterns (t = j)), where ;)J = multipliCity). These 
functions, G/(~,x), possess some very remarkable 
properties, which for greatest generality requires that 
the arguments (~) be in general pOSition. The self-con­
jugate case [where ~= (qqq) in special position] does 
suffice to illustrate one property which we feel is the 
most remarkable of all: The zeroes of the character­
istic denominator function G/(~, x) are, in position and 
multiplicity, precisely given by SU(3) irrep weight 
space patterns. For G/(~,x), the associated weight 
space pattern is that of the irrep [q - 1,t - 1,0]. 

This "weight space" property was, to us, totally un­
expected, but it accords with all the results which we 
have obtained earlier.1 For t = 1, recall that we found 
a triangle of zeroes for G.-this nicely correlates with 
the irrep [q - 1 0 0]. For t =;)J we found an inverted 
triangle of zeroes, which correlates with the irrep 
[q-1q-10]. 

The motivation of the present paper is to present this 
remarkable "weight space" result in the most accessi­
ble way. 

The plan of the paper is as follows. In Sec. II we gen­
erate the (canonical) self- conjugate operators by cou­
pling totally symmetric operators together with their 
conjugates; the denominator functions are then obtained 
in an explicit form from this construction. (It is this 
section which exploits the SimpliCity of construction 
mentioned above.) In Sec. III we recall the null space 
implications of the canonical construction, which 
proved that the null spaces of the canonical splitting are 
nested. In Sec. IV we apply these null space properties 
to the structure of the denominator functions, and in 
Sec. V we prove the property that the characteristic 
polynomials G/ do indeed possess weight space pat­
terns of zeroes, as asserted above. 
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II. A DETERMINANTAL FORM FOR THE 
DENOMINATOR FUNCTIONS OF SELF-CONJUGATE 
SU(3) TENSOR OPERATORS 

The self-conjugate tensor operators in SU(3) belong to 
irreps labelled by [p q r] = [2k k 0]; here p = 2q = 2k ex­
presses the self-conjugate property and r= 0 expresses 
the restriction to SU(3) [rather than U(3)]. We will con­
fine our attention to operators in the maximal multipli­
city set, that is, to operators having the shift labels ~ 
= (kkk) , for which the multiplicity is k + 1. The associ­
ated operator patterns, rp which canonically label the 
operators 

Ck r,; 0)' 
range over t = 1: the stretched pattern 

to t = /I) = I? + 1.: the minimal pattern 

It is useful, especially for self-conjugate operators, 
to employ a notation based on U(3), and permit negati1'f! 
integer labels in the irreps, in both the Gel 'fand pat­
terns and in the operator patterns. Accordingly. we 
will designate [2k k OJ by [k 0 -k], with corresponding 
changes in the rest of the patterns. 

Our starting point for constructing the desired set of self- conjugate operators is to consider the coupling of 
the multiplicity-free operator (k 0 0) together with its conjugate (0 0 -k). To simplify the construction, we need 
consider only the U3 : U2 projective operators, and accordingly use the coupling law: 

r 

k 0 0 

k 0 

k 

r 
o 0 -k 

o 0 

o 

k 

k 0 

o 
r 

k 0 -k 

" 0 
k 

(1) 

[In Eq. (1), recall that the symbol [ ... ] denotes a U3 : U2 projective operator and the symbol { ... } a Racah coeffi­
cient in SU(3). J 

The procedure we will follow is to calculate the explicit forms of the operators on the left-hand side by using the 
pattern calculus. 1 To determine the canonical operators, given on the right- hand side, we will use a modification 
of the familiar Schmidt process. The Schmidt process is, of course, very far from canonical; one sees this from 
the fact that arbitrary choices are involved at each step, in selecting the sequence of vectors to be orthogonalized. 
But the canonical splitting of the multiplicity specifies precisely the proper sequence to be followed. beginning with 
r 1 (for which the Racah coefficient is known) and ending with r,t, (for which the canonical result is also known). With 
this modification- specifying the canonical sequence-the Schmidt process becomes free of all arbitrary choices. 

The form of the operators on the left-hand side of Eq. (1) has been explicitly given in Ref. 5 (Sec. 3D). For the 
right- hand side, we substitute the form: 

r t 

k 0 -k ([m])=(NPCF)1/2Pt(P22)/D2([k O])([ml])D( Or t
_

1

,.)([m]) , 
k 0 [m'] ! - [k 0] k I, 

k 

(2) 

where [m']=[m 1Zm Z2 ]' [m]=[m131nZ3m33]' NPCF stands for the numerator pattern calculus factor (evaluated by the 
pattern calculus rules on taking matrix elements), and Pt is a polynomial in P22 (and Pi3' but not Pl2)' The U(2) de­
nominator D2 is the same on both sides of Eq. (1) and cancels out. The same is true for NPCF, leaving the only 
contribution to the left-hand side of Eq. (1) to be that coming from the opposing arrows in the arrow patterns of the 
two operators. Using henceforth the notation ~ = (~l ~2 ~3) to denote the ~ pattern of (k ~ 0)' this contribution is 
evaluated from the diagrams 

"-...\ I 
k o o o 

1884 J. Math Phys., Vol. 18, No.9, September 1977 Lohe, Biedenharn, and Louck 1884 



                                                                                                                                    

The result is I rHc1 (P 22 - P 13 + 1) al I, where (x)a = x(x + 1) ... (x + a - 1) denotes a rising factorial, and we recall also 

that Pi} =m lj + j - i. 

Accounting for the phases5 of the projective operator matrix elements, we thus obtain the following result from 
Eq. (1): 

[P13- P22 - 1]aJP23 - P22 - 1]aJP33 - P22 - 1]a![D(k : O)DC ~ -J J ([m]) 

.t}c ~,-k) k 0 

k 

o 
r 

r t )([m]) , 
o -k 

where [x]a = x(x - 1) ... (x - a + 1) denotes a falling factorial «-x)a = (_1)a[x ]a)' 

(3) 

This is the basic equation from which we extract the Racah coefficients and, by orthonormality, the denominator 
functions; the key fact is that Eq. (3) holds identically as a polynomial in P22 · 

It is convenient to use the variables x 1= P 13 - Pk3 (i ,j, k cyclic), instead of P Ij; this is done by shifting Plj - Plj 
_ t(P13 + P23 + P33), since Eq. (3) is invariant under constant shifts on Plj , and Eq. (3) then becomes an identity in y 

=P22 - t(P13+P23+P33)' 

The numerator of the left-hand side of Eq. (3) may now be expanded 

[P13-P22-1]aJP23-P22-1]a2[P33-P22-1]a3 
k +1 

=[t(x3-x2)-y-l]a [t(x1-x3)-y-l]a [t(x2-x1)-y-l]a =6yk-i+1FI(~'X)' 
1 2 3 1-1 

thereby defining the symmetric functions FI(~' x). Let us also denote 

VI(~.X)=FI(~'X![DC : O)D(O ; -JJ ([m]), 

D(rt,X)=D( r t )([mJ). 
!? 0 -k 

Equation (3) becomes 

k+l k+l P. (x ) 
'" Vk-i+lV (~ x) = '" D (r x) t ,Y W . I' W 1\ t , D(r xl' 
lel tel t, 

(4) 

(5a) 

(5b) 

(5c) 

(6) 

We now assert that the Racah function !<.t(r, x) is obtained by carrying out the Schmidt process on the ordered set 
{ViC~;X)}, i= 1, ... ,to It is seen from Eq. (6) that !<.t(r,x)/D(rt,x) is determined by the set {Vi(~'X)}, and the prob­
lem is to find the order which determines the orthogonalization. This ordering is determined by the power of y in 
Pt(x,v); for t= 1 we know that Pl(x,y) is of degree k in y and that the coefficient of yk is one (up to phase). (This 

follows from orthonormality of the Racah functions, and the known results for t= 1.) Now, in Eq. (6) subtract from 
both sides the t = 1 term !<.1 (r, x) P1 (x, y )/D(r II x), leaving an identity in y of degree k - 1. By equating coefficients of 
highest power in y, the t = 2 term is separated off to give results for t = 2, and the process can be repeated. Thus, 
the degree k - t + 1 of y in Pt(x, y) determines the relevant ordering of {VI (~, x)} to be i = 1, ... , t. 

The Schmidt process now yields the expression for !<.t(r,x)/D(rt,x), as determinants. To be explicit, we define 

[

(V1: Vl) 

As =det . 

(vs' V 1 ) 

(7a) 

where 
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(7b) 

Then 

Vl(~'X)J I 
: At· 

Vt(~,x) 

(7c) 

(8) 

Equation (8) establishes the main result of this section, and shows that the desired denominator functions are ra­
tios of Gram determinants, whose elements are given by Eqs. (4), (5), and (7). 

In Sec. IV, using results to be developed in Sec. ITI, following, we shall determine the polynomial structures in­
volved in these determinantal forms. 

It is of interest to note that Eq. (7c) gives explicit results for a large, and useful, class of SU(3) Racah functions. 

III. NULL SPACES OF THE SELF-CONJUGATE 
OPERATORS 

We have emphasized that the null spaces of operators 
in a multiplicity set are simply ordered, and character­
ize the operators uniquely. The null space is deter­
mined by the zeroes of the denominator function, but we 
show here how the precise knowledge of the null space 
can be applied to derive properties of the denominator 
functions. For example, particular linear factors can 
be deduced from lines of zeroes on the null space dia­
gram, implying also the existence of polynomials 
which are required to have various patterns of zeroes. 

The significance and properties of the null spaces of 
SU(3)tensor operators have been discussed previously in 
full generality, 3 and we apply the results here to the 
self- conjugate operators. These results can be de­
picted most concisely in terms of null space boundaries 
drawn on the Mobius plane (Ref. 3, Figs. 1 and 2); the 
corresponding boundaries for our case, Le., the re­
gions where D(r t, x) '* 0 and where D(r t, x) = 0, are dis­
played in Fig. 1. The lexical region is Xl'X3? 1; the 
(hatched) region for which D(r t> x) > 0 [when the oper­
ator with normalization D(r p x) has nonzero matrix 
elements] is Xl'X3 ~ k- t + 2, x 2 "" - 2k+t- 3, and other­
wise in the lexical region D(r t, x) = O. 

In order to illustrate the null space concept, let us 
examine the expressions for D 2 (r t ,x) in the cases which 
are known (Ref. 1), namely t = 1 (maximal null space) 
and t = k + 1 (minimal null space). These results are 

3 k 

d(r1,x) = (k !)2 n II (X~ - "A2)/G k(k,k,k;x) , (ga) 
1=1 A=1 

The first denominator function (t = 1) consists partly 
of linear factors which result in lines of zeroes at Xl 
(and x3 ) = 1, ... ,k (plus symmetries), and partly of a 
triangle of zeroes from Gk which reduce to first order 
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the multiplicity of zeroes at the boundary of the null re­
gion. 

The second denominator function (t = k + 1) has first 
order zeroes in the lexical region only where Gk(-l, -1, 
-1; -x) vanishes, namely in the inverted triangle xl' X3 

~ 1, x 2 ~ - k - 1. This is precisely the region where 
D2(r k+l' x) is required to be zero. 

In the following sections we generalize these results 
to the full set of denominator functions for self- conju­
gate operators. 

IV. POLYNOMIAL STRUCTURE OF THE 
DETERMINANTS AND IMPLICATIONS OF 
NULL SPACE 

We propose now to examine separately the elements 
of the set of determinants At-which determine D(rt,x) 
through Eq. (8)-and show first by algebraic means how 

FIG. 1. Null space diagram for the self-conjugate operators. 
The lexical region is defined by Xl' X3 2: 1. The lattice points 
belonging to the hatched region defined by Xl' X3 2: k - t + 2, x2 

'" -2k + t - 3 comprise the lexical region where the denominator 
function D(rt ,x) is positive; at all other lattice points of the 
lexical region D(rt,x) is zero. 
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each element may be written as a polynomial divided by 
certain linear factors. Then, by considering the deter­
minant as a whole, we show how more linear factors 
may be extracted using properties of the null space 
(discussed in Sec. Ill), so that the determinant finally 
appears as a polynomial G!(x) divided by linear factors. 

The denominator functions appearing in VI(~' x) [see 
Eq. (5)] have been given explicitly in Ref. 5, Eq. (4.18), 
and are as follows: 

(lOa) 

i,j,k cyclic. (We have not carried out the explicit can-

where the sum is over ~l' ~2' ~3 with ~l + ~2 + ~3 = k. 
Here N(~,x) is defined by 

i,j,k cyclic. It is important to observe that N(~,x) is a 
polynomial in x, but it is convenient to write N(~,x) in 
the form of Eq. (12). Next we show that the factors 

may be cancelled between numerator and denominator 
in Eq. (11). This will be done by showing that 

6 FI(~,X)FJ(~,x)N(~,x) = 0 
t. 

(13) 
for X3 = X, when X = 0, 1, ... ,k - 1 . 

This result implies that X3 II~:~ (X3 - X) can be cancelled 
in Eq. (11), but it then follows by symmetry that 
II~_1 XI IIti (x 1- X)(x i + X) can also be cancelled. [The 
symmetry used here is that (Vi' Vi) is invariant under 
(x)- opP(x), where P denotes a permutation of the in­
dices 1,2,3 (Le., PE-S3 ) and op is the signature of P.] 
The proof of Eq. (13) is given in the Appendix. 

With this cancellation, Eq. (11) is rewritten: 

/

3 k 

(VI' VJ) = (polynomial) II II (x~ - J1.2) • 
1=1 ual 

The determinant therefore takes the form: 

At = Pkt(X) I[fr IT (x1- X2)Jt V 1-1 A-1 
(14) 

for some polynomial P!(x). 
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cellations possible which would make the right- hand 
side manifestly a polynomial.) We need to express 
(Vi' Vj) as a polynomial over a lowest common denomi­
nator. This lowest common denominator is found from 
the denominator in Eq. (lOa), and turns out to be 

(lOb) 

To see this, it is sufficient to observe that every factor 
of 

is contained in the expression (lOb). (It is eaSiest to 
examine the factors containing only Xl say, and then the 
others follow by symmetry.) 

We can write 

(11) 

Equation (14) can be Simplified further, using the pro­
perties of null space. First, from Eqs. (8) and (14), we 
have 

D- 2(r ll x) =A 1 = P~(x) In}] (x7 - X2) , (15) 

so that, by comparison with Eq. (9a), in Sec. Ill, we 
find that 

(16) 

We use now the null space diagram for general t to 
show that the polynomial P!(x) [defined by Eq. (14)] con­
tains linear factors; in fact, 

P!(x)=Ct[g ~=[L tf (x~- X2)]G!(X) ' (17) 

for some polynomial G!(x) and some constant C t (depen­
ding only on t and k) yet to be fixed. 

We will prove Eq. (17) by induction on t, and we begin 
by noting that Eq. (17) holds for t = 1. This follows from 
Eq. (16) if we define 

(18) 

[Let us remark that for t = 1 all linear factors are ex­
tracted from p!(x) , but in general extra factors may ap­
pear, not from each determinantal element (VI' Vi)' but 
from the determinant as a whole. ] 

Suppose Eq. (17) holds for t = r - 1, and let us show it 
to be true then for t = r. From Eqs. (8) and (14) and the 
induction hypothesis we have 

x CTI A=k~+2 (x~ - X 2») (fJ ~ Er+3 ft (x~ - X 2») . 
(19) 
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From the null space diagram we have that n-2 (r r' x) > 0 
for x" X3 2: k - r+ 2, x2 :S -2k + r - 3; in this region there­
fore there can be no lines of zeroes, implying that the 
factorsII~=JI~=k-r+2II~=IJX1-A2) in Eq. (19) do not ac­
tually appear in the denominator, and must therefore 
divide into P~(x). This shows that 

3 k k 

G~(x) = P~(X)/Cr II II II (X~ _ A2) , 
1=1 IJ. ==k-r+2)' =IJ. 

for some constant C r , is a polynomial in x thus com­
pleting the induction proof of Eq. (17). 

In summary to this point, we have shown that the 
function G!(x) defined by 

1 3 I k-u+' 

G!(x)=~[x~nll, (X~-A2)JAI' (20) 

which appears in the denominator function n(r II x), is 
actually a polynomial in the (Xi)' We shall see that, for 
general x, G!(x) is "irreducible," Le., cannot be fur­
ther factorized as the product of two polynomials. 

This polynomial G !(x) is the natural generalization, 
to arbitrary I, of Gk(kkk;x)=Gk(x) introduced in Refs. 1 
and 3. It is of fundamental importance in the structure 
of the Wigner and Racah functions with which it is as­
sociated. As is the case for G q(A, x), where A now re­
fers to the A pattern of the operator (pqO), the general 
G!(A, x) possesses many remarkable properties which 
are discussed further in the next section, for the spe­
cial case of the self-conjugate operators. 

Let us note the form of the denominator function 
which we have established in this section: 

3 k- t+l 

n-2(r II x) = G !(x)/G !-'(x)K I g .I), (X i
2 

- A2) 

for some constant K 1= C / C 1-" which is independent 
of the (Xi)' 

(21) 

V. ZEROES OF THE CHARACTERISTIC POLYNOMIALS, 
GUx) 

One of the most striking and unexpected properties of 
the set of polynomials G!(x) concerns their zeroes. We 
show now, from null space requirements, that G!(x) has 
a zero at the point x of a given region P. t of the null 
spJ.ce diagram (see Fig. 2), of multiplicity 

j)] t (x ) = t (k + 1 -I k - t + 1 - X I 1 -11<+ 1+ x 21 
-I k -I + 1 - x3 1) . (22) 

This result is to be compared with the formula for the 
multiplicity of the weight (A, Az A3) in the representa­
tion [p q 0] [Ref. 1, Eq. (2.17)], which can be written 
as follows [putting Ai = t( 1 q - Ai 1 + q - Ai)]: 

If we substitutep=k-1, q=t-1, and A,=k-x" A2 
= t - k - 2 - x" A3 = k - x3 , the two formulas (22) and (23) 
are exactly the same. In other words, G!(x) has zeroes 
which in position and multiplicity fall into the familiar 
pattern of the weight space diagram of the representa­
tion [k -1, t - 1, 0]. For example, in Fig. 3 we illus-
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k-I+2 

k +1 

k-I+2 k+1 
rr----~~I~---r------~xl 

1 I 
X2=-k+I-1 : 

I I 
I 
I 
1',-
1 

1 t.! 

X2 =-2k+I-2 

FIG. 2. Regions of the null space plane characterized by differ­
ent properties of the denominator function D(r t, x). For dis­
cussing the properties of D(rt , x) the lexical region is conven­
iently divided into four disjoint regions identified as 9 t, P. t , 

L I, and I<.t corresponding to the following properties of 
D(r I' x): (a) On the lattice points of 9t (xl' x3 2: k - t+ 2, x2 
os -2k - 3 + t), D(r t, x) is positive (it is zero on all other lattice 
points of the lexical region); (b) on the lattice points of R. t 

(Xl' X3 os k, -2k -1 + t os x2 os -k + t - 2), the polynomial form 
G ~(x) occurring in D(rt , x) is zero; (c) on the lattice points of 
the two regions denoted by [f (xl. %32: k + 1, 9t excluded), the 
denominator function D(r t , x) has single lines (linear factors) 
of zeroes; (d) on the lattice points of I<.t (lexical region where 
X22: -k+ t -1), the denominator function D(rt ,x) has (three) 
intersecting lines of zeroes. Observe that the union.9t U j(t 
U [t u R. t defines the lexical region except for the t - 1 points 
on the line x2 = -2k+ t - 2 enumerated by Xl = k, k -1, ... ,k - t 
+ 2, these points belonging to R. t-1 . 

trate the case G~(x) which has an "octet" pattern. Note 
that the central point of the octet has a double zero. 

Before beginning the proof let us first establish some 
preliminary properties of G!(.x-). From Eq. (20), by 
counting degrees in x on the right-hand side, we have 
that G!(x) is al /JIost of degree 21(1, -1+ 1) (shortly we 
show this to be the exact degree). Therefore, by put­
ting 1 = k + 1, G!+I(X) is of degree 0, and hence is a con­
stant which can be chosen to be 1: 

(24) 

I 

2 
'- 1 1 

" I I 
'}... I 

" I '-+.... 1 
',I 1 ,1 

" ., ~ ,", 
" I '. 1 ' ,I "I 
~ I '+-, 

I '.. I ' I I', I 
I I r, 
I I I' 

3 

FIG. 3. Zeroes of G~(x). The eighth degree polynomial form 
G~(x) has zeroes (in the lexical region) which in position and 
multiplicity fall into the pattern of the weight space diagram of 
the octet. 
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Hence, from Eq. (21), 

D2(r k+l' x) =Kk+lG:(X) , 

so that, by comparison with Eq. (9b), we have 

GZ(x)=G k(-I, -1, -1; -x) 

with K k+ 1 =(k+l)/(2k+l)!. 

(25) 

There are also symmetry properties of G!(x). Each 
element (Vi' Vj) of At is invariant under permutations 
P of 53 (acting on x), and by Eq. (20) this symmetry ex­
tends to G !(x): 

(26) 

[There is actually also an additional symmetry in which 
G!(x)= G!(-x).] 

Now let us turn to the deduction of the zeroes of G!(x). 
From Eq. (21) for D2(r t, x) we see that there are k - t+ 1 
lines of zeroes in the null space arising from the linear 
factors. Let Lt(x) denote the multipliCity of zeroes due 
to these lines, in the lexical region X10 X32: 1. We re­
quire the following formula: 

L t (x) = 1 +~ ( 1 k - 1+ 2 - xII + 1 k - t + 2 - X3 ! 
-I k - t + 1 - xII-I k - t + 1 - x3 1 ) . (27) 

This is verified case by case for the following four re­
gions (see Fig. 1): 

(a) X10 X3 2: k - t + 2 for which L t(x) = 0, 

(b)xl2:k-I+2, x3:=ok-t+1forwhichL t(x)=I, 

(c) x 1 :=ok - 1+ 1, x32:k - i+ 2 for which Lt(x)= 1, 

(d) Xl' x3 :=o k - 1+1 for which Lt(x) = 2. 

Also let !l1 t (x) denote the multiplicity of zeroes of 
G!(x) in the lexical region at the point (Xl' x2 , x3 ). [This 
means we have !l1 t(x) = 0 at a point x where G !(x) is non­
zero.] 

It is necessary to divide the lexical region into the 
following sections, on each of which D2(r to x) has dif­
ferent properties (Fig. 2): 

(a) Let J t denote the region X10 X3 2: k -I + 2, x2 

:S _ 2k - 3 + t [in this region D2 (r t, x) > 0]. 

(b) Let !\t denote the region X10 x3 :=o k, - 2l? - 1 + t 
:S x 2 :S -IH t - 2 [this is the region of zeroes of G !(.\:)]. 

(c) Let K I denote the part of the lexical region for 
which x22:-k+ t-1. 

(d) Let L I denote the region X10 X3 2: k + 1, but excluding 
/)1 (Le., the two regions covered by the single lines of 
the linear factors). 

Notethatf)t- 1 c/)t, LlcLt-t, and/(lc/(t-1. Thelexi­
cal region can be expressed as the following unions: 

,9t U /(1 U L I U P. t U !\ 1-1 = /)1+1 U L I U !\ t U I< t • (28) 

The property of the null space to be used is 

D 2(r t ,x)=0 for .n:P. t U!\t- 1 Ul<tu £I, 

D 2(r l ,x»0 for .''fc9 t
• 

(29) 

Firstly, we show by induction on t that 
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and 

m t(x) 2: i(k + 1 -I k - t - Xl I-! k + 1 +X21 

-lk-t+1-x31) forxcP.t. 

(30a) 

(30b) 

These equations are true for t=k, since GZ(x) is com­
pletely known in Eq. (25). In particular, the zeroes are 
of first order, so that Ink(X) 2: 1 for x£. 1\\ and other­
wise G:(x) * O. 

Suppose Eqs. (30) hold for 1= Y, and we show them to 
be true for t = y - 1. From Eq. (21) 

(31) 

It follows that at the point x, D2(r" x) has a zero of mul­
tiplicity Mr(x) given by 

Mr(x)=mr-l(x)+U(x) _mr(x). (32) 

For x cf)r c/)r+1 we have j)l'(x) = 0, U(x) = 0 and since 
Mr(x)=O [because D 2 (r"x»0 for xc9rj we obtain mr-1(x) 
= O. Hence Eq. (30a) is proved by induction on Y. 

If xc p'r we must have 1W(x) 2: 1, since D2(r TO x) = 0. 
Using this result and relation (27) in Eq. (32), together 
with the induction hypothesis, we find that for xc I\r-1 
rl p' r the following result must be valid: 

m r-1(x) 2: 1 + m r(x) - U(x) 

that is, 

= 1+ i(k+ l-Ik - 1'+ 1 -'\11--1l?+ 1+x2 1 

-I k - 1'+ 1 - x3 1) - 1 - ~(If? - 1'+ 2 - x, I 
-I k - 1'+ 1 - xII + I k - 1'+ 2 - X3 i 
-II? - Y+ 1 - X3 [) , 

j)1r-, (x) ::d(k+ 1 -\ k - 1'+ 2 - Xl i - i k - 1'+ 2 - .'(31 

-11;:+I+X2 1), (33) 

as required for xC;?r- l rl/\T. The part of !\T-1 not con­
tained in ;?T is the line section x2 = -2k + Y - 2, k - r+ 2 
:=OX1>.'(3:=01;:, which lies in9T+1. Since Lr(x)=O, and !l1 r(x) 
=0 at these points [from Eqs. (27) and (30a)], A:JY(x) 2: 1 
implies m r-l(x) ~~ 1 so that Eq. (33) extends to hold in all 
of /\T-1. Hence Eq. (30b) also is proved. 

We have shown now that, in /\t, G!(x) has at least the 
zeroes corresponding to the weight space diagram of 
[k -1 1-10], and that G!(.x) is nonzero on /)t+! [clearly 
G !(x) is in fact positive definite in this region], 

Now consider the line Xl = I;: - 1+ 1. It follows from Eq. 
(30b) that 

k 

~ /Jit(XlO x2 , x3 )2:' t(l? - 1+ 1) 
X3=1 

for Xl =k -t+ 1, so that on this line G!(x) has at least 
t(1;: - t+ 1) zeroes in !\t, and, by symmetry, 2t(1;: - i+ 1) 
zeroes on Xl = k - t + 1 in the full Mobius plane. Since 
G !(x) is a polynomial in X of degree at most 2/(k - t + 1), 
we deduce that: 

either G!(x) vanishes identically on Xl = k - t+ 1, which 
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is impossible because from Eq. (30a), G!(x) ,*0 for 
x £ pt, which includes a section of x, = k - t + 1; 

or G !(x) has exactly 2t(1< - t + 1) zeroes on Xl = k - t + 1, 
and these zeroes occur only in I<. t and the correspond­
ing symmetrically placed regions of the Mobius plane. 
Hence G !(x) is exactly of degree 2t(1< - t + 1). 

One of the lines symmetric to Xl = k - t + 1 is x2 

= -(1< - t+ 1), a part of which lies in /(t (Fig. 2). On this 
line G!(x) has 2t(1< - t+ 1) zeroes, all of which lie outside 
the lexical region, and so G !(x) '* 0 for the part inside 
the lexical region, Le., 

/YIt(x)=O for X£/(I and x2=-(k-I+1). (34) 

Next we show 

III t (x) = 0 for x £ Lt. (35) 

This equation holds for t = 1, from the known properties 
of Gk(x), by Eq. (18). We assume Eq. (35) is true for 
! = r - 1, and require then [from Eq. (32)J: 

ill r-1(x)+ L'(x) - ;)lr(x) = ,\1'(x) 2: 0 for x £ L' . 

For x £ L r ~ •• L r-1 we have Lr(x)'~ 1, and 11'1'-1 (X) = 0 from 
the indurtion hypothesis. Therefore 117'('1') -s 0, i.e., 
/)]'(x) = 0 for x£L', thus proving Eq. (35). 

We now show that 

;); t (x) <~ (h 1 .- iii - 1+ 1 - x, ! -I h 1 +X 21 

- : I,' - I t 1 - 'ie, I) for .'1'£ 1\ t • (36) 

This holds for t = 1 [when /11 t(x) = 1J, so we suppose it 
holds for t = I" - 1. We require from Eq. (32) that 

/11 r-l(x) + L'(x) _ ii) r(x) = Anx) 2: 1 . (37) 

Now substitute for L'(x) from Eq. (27) and for /1/ '-'(x) 
from the induction hypothesis, thus obtaining 

/)i'(x):S }U" ... l - !/" -t+ I-xl I-I/.>+ 1+.'1'21 

-II? -I + 1 - x
3

1) for x £ 1<.'-1 r I W. (38) 

The part of W not contained in I<.r-1 is that section of 
I<'-l which lies on the line x 2 " -(I? - r+ 2) (see Fig. 2). 
From Eq. (34), putting/.> = r - 1, we obtain 

IlI r- 1(x) = 0 for x £1<'-1 and x2 = -(k - r+ 2). 

Also, on this line section L'(x) = 2, so that from Eq. (37) 
one obtains ;)'I'(x):s 1. Therefore, Eq. (38) extends to 
hold for all x £ I<.r, and this completes the induction ar­
gument to prove Eq. (36). 

Combining Eqs. (30b) and (36) now gives the exact ex­
pression for If! t(x) as was asserted in Eq. (22). We have 
also shown that G! (x) > 0 in other parts of the lexical re­
gion' as is required through the positivity of an opera­
tor norm. 

In summary, we have obtained the denominator func­
tions' in the form of Eq. (21), in which the G!(x) are 
polynomials with the weight space pattern of zeroes 
[Eq. (22)]. It is of interest to take a simple case of this 
result, and examine the remarkable way in which these 
zeroes arrange themselves on the Mobius plane. Con­
sider k = 3, for which the multiplicity is III = 4. There 
are four denominator functions, and three polynomials: 
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" "; •• • I 

1 1 
.......... 1 1 1 

..... 1 ......... ..1 1 
..... 1 ...... 1 

..... "I ...... 1 -., 
........... 1 ., 1 , 

I 

..... '1' .... 
I ,. I ...... 
1 I ....... > 

Lines Of Zeroes 

"; .. .. 
•••• 0. . " 

2 ...... ~ 1 1 

3 ' I ...... -L 1 
...... l..... 1 ...... 1 

............ 1 -.. I' ...... 
'3 ...... 1-... I ...... .. 

1 ..... I ...... 
1 I ...... (. -- "-

LInes Of Zeroes 

• 0. "j " " " " " " " 
" 

II" " " " " . 

FIG. 4. The family of (630), Ll..~ (333) denominator functions, 
illustrating the weight space property. The ratios of the poly­
nomials G~/((;~=l), GVeL eVc§ and (G~=l)/G~ possess first 
order zeros (circles) and poles (squares) characteristic of the 
denominator functions D(r1), D(12), D(13), and D(r4), re­
spectively. 

G~ (the triangle of zeroes), G; (the octet of zeroes), and 
G~ (the inverted triangle of zeroes). In Fig. 4 we have 
displayed the zeroes which arise only from the ratios 
of these polynomials - the diagram is completed by ad­
dition of suitable linear factors, according to Eq. (21), 
to account for the correct null space boundaries. Ob­
serve how the various multiplicities of zeroes combine 
to produce the proper first order zeroes adjacent to 
these boundayies. These features are completely gen­
eral, even for arbitrarily high values of the operator 
multipliCity Ii) when zeroes of arbitrarily high multipli­
city appear in G ket"). This interplay of SU(3) symmetry 
patterns and null space boundaries we find to be of con­
siderable interest and worthy of further study. 

Remark: The question now arises as to whether the 
zeroes of G !(x), together with the symmetries, deter­
mine this polynomial uniquely. This property of unique­
ness has been proved for t = 1 (Ref. 3), and for t = k [via 
Eq. (25)], and provides a strong tool for handling these 
polynomials. Unfortunately, it is not true in the self­
conjugate case for general t. This is shown by the fol­
lowing counterexample to the case G~(x): 

(X l
2 - 4)(x0

2 
- 4)(X3

2 
- 4)(x/ + X2

2 + X3 2 
- 26). 

This latter polynomial, in linear combination with G~(x), 
has the same symmetries of 53' the same (eighth) de­
gree, and the octet of zeroes required of Gi(x), but is 
not equal to G;(x). 

This particular counterexample can be eliminated by 
considering G;(a, x), that is, for the characteristic 
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polynomial in general position. However, our example 
shows that the uniqueness problem is of considerable 
sUbtlety. 

APPENDIX 

We prove here Eq. (13). First, note that the sum over 
6. need be taken only for 6.12: A, since (x3 - A) appears 
explicitly in N(6., x) for 6.1 < A, so then N(6., x) = 0 at X3 

=A>6.1. Now, for 6.12: A it is necessary to cancel out 
explicitly in Eq. (12) the (x3 - A) factors, before putting 
X3 = A. This is done using 

[x31k= [x31~ [x3 - A - 11k_~_' (x 3 - A), 

and 

[x3 + 6.2L I +<l2+1 = [x 3 + 6.21~2+~[x3 - A - 11~,_~ (x3 - A) . 

Now put Xl = X, x2 = -x - A, X3 = A. The part of N(6., x) 
which depends on 6., and so remains under summation, 
is 

(x+ 6.3- 6.2 )(x+ A+ 6.3 - 6.1)(A+ 6.2 - 6.1)/(6.1! 6.2! 6.3 ! 

X [x+A+6.31<l +~ +1 [x+6.31~ +~ +1(6.0 +A)!(6. I -A)!)2. 
I 3 2 3 -

Observe that this part of the summand is antisymmetric 
under the interchange 6. , - ,\ - 6.2' (To see this, one 
must use 

[x + A + 6.3]~I+~3+JX + 6.31~2+~3+' 

= [x+ A + 6.31~2+~+~3+Jx+ 6.31~I-h~3+1) • 

Moreover, F I (6.,x) is symmetric under 6. , -A- 6.2 ' 

This is because F 1(6., x) is defined from Eq. (4), the lhs 
of which is symmetric under 6.1 - ,\ - 6.2 , for X3 = A; this 
follows from the identity 

[z + Al~Jzl~2 = [z + AL2+~[zl~,_~, 

with z = } x - t ,\ - v - 1 . 

We have shown now that the complete summand 
N(6., x)F I (6., x)F j(6., x) is antisymmetric under 6.1 - A 

- 6.2 ' Now in the sum.0~ there will be for each index 
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(6." 6.2, 6.3 ) a corresponding index (6.2 + A, 6.1 - A, 6.3 ), 

This is because 

A=S 6.
1 

=s k 

implies 

o =s 6.3 = k - 6.1 - 6.2 =s k - A - 6.2 , 

Le., 

6.2 =Sk- A • 

Therefore, 

A =s 6.2 + A =s k, 0 =s 6.1 - A =s k - A. 

Now carry out the sum .0~N(6., x)F j(~, x)F J(~' x) in pairs 
as indicated, in which the index (6." 6.21 6.3 ) is summed 
with (6.2 + A, 6.1 - A, 6.3 ), The antisymmetry of the sum­
mand shows that each such pair must sum to zero. 
SUmmands for which 6.1 = ~2 + A will be zero separately 
by the antisymmetry. 

We have proved therefore 

.0 N(6., x)F j(6., x)F i(6., x) = 0 
~ 

for X3 = A, where A = 0, ... , k - 1, as required. 

lThis paper is a continuation of the work of J. D. Louck, M. A. 
Lohe, and L. C. Biedenharn, J. Math. Phys. 16, 2408-26 
(1975). 

2A survey of the relevant papers is in Ref. 1 above, and cited 
as Refs. 1-6 there. 

3L . C. Biedenharn and J. D. Louck, J. Math. Phys. 13, 1985-
2001 (1972). 

4L. C. Biedenharn, M. A. Lohe, and J. D. Louck, in Group 
Theoretical Methods in Physics, edited by A. Janner, 
T. Janssen, and M. Boon (Springer-Verlag, Berlin, 1976), 
p.395. 

5L. C. Biedenharn, J. D. Louck, E. Chac6n, and M. Ciftan, J. 
Math. Phys. 13, 1957-84 (1972). 
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A remark on the construction of quantum fields from 
Markov fields 

VA~, Te Hai 

Dublin Institute Jo/' Advanced Studies. School oj Theoretical Physics. 10 Burlington Road, Dublin 4, Ireland 
(Received 22 October 1976) 

We give a proof of the existence of <l>o(g) as a continuous map from S(R d -1) to £(H k<, H -k'), for k' 
sufficiently large, where Ii k' belongs to the scale associated with a certain Hilbert space H and a certain 
self-adjoint operator (positive) H in II, <l>o(g) being a sharp time field in the process of constructing a 
quantum field from an Euclidean field over 5(Rd). 

I. INTRODUCTION 

Nelson1 gives a method of explicitly constructing a 
quantum field satisfying all the Wightman axioms from a 
Euclidean field over 0 (Rd), satisfying the reflection 
principle, the ergodicity property, and the assumption 
that the field ¢U) is a continuous map from D (Rd) to 
L (I< k, K t), 2 for some k and l, where I< k and K I belong to 
the scale associated with a certain Hilbert space I< and 
a certain self-adjoint operator (positive) Kin K. How­
ever, his proof concerning the existence of a sharp 
time field ¢o(g) as a linear map from S(Rd-l) to 
L (if k', it -k') for k' sufficiently large, with H k' belong­
ing to the scale associated with a subsp~ce H_ of I< and a 
certain self-adjoint operator (positive) H in H , is in­
correct. For example, statements such as "Now any 
tempered distribution is a derivative of finite order of a 
function 3 with finite II 11m norm," on p. 109, lines 25-7, 
and "To see this, let fn be a sequence in 5 (Rd) with 
suppfn C Z+ which converges to f in II II m norm," on p. 
110, lines 22-4, are false. Here we give a proof of a 
stronger result concerning ¢o(g) for the construction of 
a quantum field from a Euclidean field over 5 (Rd) satis­
fying the reflection principle, the ergodicity property, 
and the assumption that ¢(f) is a continuous map from 
5 (Rd) to L (I< k, I< I), where 5 (Rd) is assumed to be 
equipped with the usual topology. It then follows that the 
above fact also holds for the construction of a quantum 
field from a Euclidean field over D (Rd) satisfying the 
reflection principle, the ergodicity property, and the 
assumption that ¢(f) is a continuous map from D(Rd) to 
L (I< k, K I), provided that D(Rd) is equipped with the top­
ology induced by the usual topology of S(Rd). We note 
that in the above statements the space 5(Rd-1

) is again 
assumed to be equipped with the usual topology. 

II. SHARP TIME FIELDS CONSTRUCTED FROM A 
EUCLIDEAN FIELD OVER 5( Rd) 

We first note that a Euclidean field over S (Rd) is de­
lined in exactly the same way as in Ref. 1 for Euclidean 
fields over D(Rd) except that D(Rd) is replaced by 
5(Rd), with 5(Rd) equipped with the usual topology. We 
collect our results in two theorems. 

Theorem I: There exists a sharp time field (p(g0 0) 
as an element of L (K k, I< I) and it is a continuous map 
from 5(Rd-1

) equipped with the usual topology to 
L(I<\ K I), the space L( K', 1,<1) being defined in the 
same way as in Ref. 1, where g E S(Rd

-
I
), 6 is 
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the delta distribution over Z(R)4, for any Eu­
clidean field cp over S(Rd

) satisfying the properties men­
tioned in the Introduction. 

Proof: We shall prove Theorem I along the following 
steps. 

(1) We introduce the functions ii.(1), 1)ER, a=1,2,. ". 

We first define 

8( 17) = e-ii(~), 

k(17) = { 1 - exp ( - (1 ~ 172) ) } 

x exp { - ~2 [ exp ( -~ ) ] }. 

Then 

d l 

d17 1 s(17) = ° for 17= 0, 17= 1, 1 ~ 1. 

s( 17) is monotonically decreasing as 1) increases from ° 
to 1. 

We then define 

and 

{

S(1)-S(1), 1~11)1~0, 

51 (17)= 0, 1171> 1 

i\(17) = [5(0) ~5(lJ 51(17). 

The functions va( 17) are defined as 

~
1' 1'1)1< a-1, 

i\(1)-[a-1]), a~17~a-1, 
iia(1)= 

ii1 (1) + [a-1]), -a+1~1)~-a, 

0, ITJI>a, 
for a= 2, 3," '. 

(2) We introduce the topological spaces (W(Rd
), T1) and 

(Q(Rd), T4). 

We let 

y(Z) = max I dd
l

l v1(17) I 
~E R 1) 

= ~a; j :~I iia(1) I, l=0,1,2,''', a=1,2,"', 

and let (3(Z) be a sequence of numbers such that 1 ~ (3(0) 
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~ tl(1) ~ ... and such that (:3(l) ~ Y,(l), l = 0,1,2, .. '. 

We introduce the space W [ -a, +a] of all functions! on 
R belonging to 5 (R) where a = 1, 2, ... , whose Fourier 
transform h(l1) is a finite linear combination of 'h"(11) be­
longing to D[-a,+a], the space of all functions belong­
ing to D (R) with support contained in [-a, +a] such that 

\ ~ii"(l1)1 ~C(iiC1){:3(l), 1=0,1,2,'" 

and the products h.,(7J)vJ(7J), where id7J) is a bound­
ed C., function on R satisfying either h.,(7J) = e!t\ 00 > t 
> - 00 or 

1=0,1,2,"', 

where c(iia) and C(h.,) are some constants depending on 
ii" and ii ... We note that h(7J) belongs to D [-a, +a] and 
that either 

for some t, or 

We introduce, for each hEW [-a, +a], the norm 

We thus obtain the normed linear space (W[-a,+a],IIII.). 
We let 7(a) be the topology in W f -a, +a] defined by 
II lI a • 

We let W (R) == U :=1 W [ -a, +a], and we define a topology 
70 on the linear space W(R) by the norm II 11 .. , 

., ( .. l~h(11)r) 1 
Ilhll .. = f .... d11 ~ [(:3(l)]4 221(1)! 172 + 1 

for hE W(R). We thus have the normed linear space 
(W (R~ II II.,) with the topology 7 0 , 

We now introduce a space W(R4) of all functions! on 
Rtl whose Fourier transform i is of the form i(p) 
=g(pw" ,Pa-l)h(P4 ), where P= (PI"" ,Pal, gE S(Rd-l) 
and hEW (R), with - denoting Fourier transform. 
W(~) becomes a linear topological space (W(Rd), 7 1) if 
addition';' is defined as (t:ri2)(P) ={gl(PU'" ,Pa-i) 
+g2(PU'" ,PN )}{ii1(Pa) +ii2(P~, multwlication by com­
plex numbers is.defined by (CJ)(P)=cf(P), and the topol­
ogy T I is defined as the coarsest topology on 
W(R4) for which the projections nl and n2 from 
(W(R4),7l ) to (S(Rd-l), 72 <a-o) and (W(R), 7 0> respective­
ly, defined by 

IIJ=gE 5 (Rd- l
), 

IId=hE W(R) 

for j(p) = iJ(pu ... , P4-l)h(Pa) are respectively continuous, 
where 7 2<4-1) is the usual topology on S(Ra-l). (W(Rd), 

7 1) is just the product of the linear topological spaces 
(S(Rd-1), 72 <d-1 l) and (W(R), 7 0), . 
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We now introduce the space Q(R) of all distributions 
h on Z(R) (equipped with the usual topology4) whose 
Fourier transform h( 11) is a finite linear combination of 
bounded C" functions h~(1]) satisfying either 

h",(1J)=eit~, oo>t>_oo 
or 

1=0,1,2,'" 

and products h)17)va(1J), a= 1, 2,···. We introduce the 
norm II II", on Q(R) as follows: 

"' ) '" l~h(1J)12( 1 

Ilhll",= Lo d1J It; [~(Z)]422/(l)! ) 1J2;I 
for hE Q(R), and we let 1'3 be the topology defined on 
Q(R) by this norm. We note that W(R) is a subspace of 
the normed linear space (Q(R),IIII",) with the topology 
7 3 , 

We finally introduce the space Q(Rd), consisting of all 
distributions! on Z(Rd) whose Fourier transform j is of 
the form l(p) =g(pu'" ,Pd-tlh(Pd), where gE 5 (Rd-1

) and 
hE Q(R). Q(Rd) becomes a linear topological space if 
addition + is defined by fi:fTj(P) ={g'l(PlI'" ,Pd-l) 

+g2(PI,'" ,Pd-1)} x {hl(Pa) +h2(p.r)}, multiplication by a 
complex number is defined by (C/)(p) = c j(p) and a top­
ology T 4 is defined as the coarsest topology for which the 
projections n;' and n; from (Q(Rd), 7 4) to (5 (RN) , 72 <4-ll) 

and (Q(R), 1'3) are separately continuous, with 

n~ f=<gE S(R~I), 

n;!=hEQ(R), 

for j(p) = g(pu ... , Pd-l)h(Pd ). Again the linear topologi­
cal space (Q(Rd), T4) is just the product of the linear to­
pological spaces (5 (Rd- l ), 1'/4-1» and (Q(R) , 7 3), 

(3) Lemma: If hm - 11 in (W(R), II II",), then hm and h 
are in some W[-a,+a]. 

Proof: We introduce the following scalar product 
<')a in (W[-a,+a],IIIU, 

. [", (:~I hl(1]))* (~h2(17»)l 1 
(hl,hJa= fa d17 ~ [j3{l)]422!(1)! J1J2+1 

for hi, h2 E W [-a, +a 1. Let WC(a) be the complehon of 
(W[-a,+a],lllI a ). Then if h(17) E WC(a), we haveh(lJ)=O 
for 1171> a. Further we have lVC(a) being a complete sub­
space of (WC(b),lIll b ), for b>a. We introduce the 
normed linear space (Ua=l.2 ••• WC(a),IIII~). 

We now let hm - h in (W(R), II 11 00), and suppose for alln 
there is a hnt with hmEXn [Xn= WC(n)]. Then one can 
construct a subsequence ti = hmH ) and spaces Y/ = We(nl) 

with tiE Yi +l1 t i i: Yj , i=1,2,"', {nJ being the in­
creasing sequence of positive integers. We let II be a 
functional on Y, U Zl U Z2 U ... such that 

II(Sl) = 0 for Sl E Y 1, 

II(w l )=1 for WlEZlI 

where Z / is the orthogonal complement of Y l in 
(Yi+l,lllInl+l' 
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We now let l2 be a functional on Y2 U Z2 U Z3 U ... such 
that 

l2(S2) = 0 for S2 E Y 2, 

l2(W2) = 2 -ll(W2) for W2 E Z2' 

Similarly, we let In be a functional on Yn U Zn U Zn+l U ... 
such that 

n-1 

In(w n) = n -'E lk(Wn) for wn E Zn. 
kml 

We now form the functionall='tdn on Y1 U Zl U Z2 U···. 
n=1 

We have 

Le., l maps Zm into m. We have 

Ym= Ym-1 EBZm _1 

=Zm_1 EBZm_2EB Ym- 2 ='" 

= Zm -1 EB Zm_2 EB ••• EB Zo (Zo = Y1). 

We extend l from Zo U Zl U Z2 U ... U Zm_1 to Ym by lin­
earity, L e. , 

l(sm) = l(sm.o) + l(Sm.1) + .•. + l(sm,m -1)' 

where 
m -1 

Sm IE ZI and sm = 'E sm.l· 
t i=o 

l is therefore defined on 

U WC(a) = U Ym 
d !II 1,2... m=1,2 •••• 

= U (ZOEBZ1 EB" ·EBZm_1 ). 
m = 1,2, ••• 

We know that ZI is a closed subset of (Yi+lJll Il nl +1). 

Further, since Y I +1 = ZI EB Y il and (Y j , II II nl) and 
(Yi+j,lllI n ) are complete, we conclude that (Zi' II lint 1) 

1+1 + 

is complete and that Y j +1 is a closed subset of 
(Ua =1.2 ... · WC(a), II II ~ ). A~o, it can be shown that ZI 
EBZj is closed in(ua=1.2 •... WC(a),IIII~). 

Hence the inverse image of every closed set in R un­
der the map l from UmYm= Ua=1.2 •••• WC(a) is a closed 
set in (Ua=1.2 .... WC(a), II II~). l is therefore a continuous 
map from (Ua=1.2 .... W"(a), II II~) to R. However, since 
l(wm)=m for WmEZm, the map l is unbounded. Hence 
the map l does not exist. Hence the assumption "sup­
pose for all n, there is a hm with hm E Xn" is wrong. 
Hence all hm belong to some X n• Hence h also belongs 
to that Xn since (Xn, II lin) is complete. Now hm' for all 
tn, and h, belong to Xn n W(R). Hence hm, for all m, 
and h, belong to W [-a, +a] for some a. 

(4) Lemma: If{jn,!EW(Ra)}, n=1,2,"', andfn-f 
in the 71 topology, then fn - f in the usual topology 72 (a) 

defined by the norms II II (a).a.r (see below for complete 
definition of these norms). 

Proof: We now let 

fn(p)=gn(Pll'" ,pa-Yhn(Pa), n=1,2,'" 

and 

Since fn - f in the T 1 topology, we have g n - g in the 
72 (a-1) topology and hn - h in the 70 topology. Hence all 
h n and h are in W [ -a, +a], for some a. We have 

Ilfn-fll(a).s.r= x~~a \(1+ ixi
2
)SD(r)(jn-f)(x)\ 

where II II (a),S.r are the norms defining the 72 (a) topology 
on S(Ra), with 13= 0, 1, 2," ., y= {y(l), .. . ,y(d)}, r(i) 

=0,1,2,''', i=1,2, ... ,d, 

Hence 

I I f ~ f ~ (a2 a2 a2
) a x {j.(P) - f(p)}] "" sup . . . dP1 ••• dPa_1 dpa eiP1 %1 ... ejPaxa 1 - ap2 -" . - ap2 - ap2 

x (. R a _00 _00 1 d-l d· 

X [pr(l) ... p~~rl)p~(a){gn(P1 •.. Pa-tl'hn\Pa) -g(P1 ... Pa-1) hn(P
d
)}] I 

x [pill) ... p~_~-l)p~<a) {g(P1 •.• PN)hn(pa) -g(P1 ... Pa-1)h(pa)}] I 

"" sup {~ C~ I f ~ ... J" tip1 ... dPa_1 e1P1%1 .•. eIPa-1%a-1:( 1 - ~ ~) S [pr(l) ... pr(d-l){g (p ... P ) 
"ERa f:'o _~ _ 1-:1 ap~ 1 d-1 n 1 d-1 
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since all hn and h belong to W[-a,+a], where C~, L, G', andA , are some positive integers. 

Hence 

Ilfn - fll ("l,B,r -",'{' 6 A(W, r')lIg n -gil ("-1)'B',r,sl X const + ~ 6 A(W, 1")lIgil (d-1 l'B',r'} 
(8'. r' ) C fini te set f, (13' ,r') E: finite set 

where A(f3', 1") are constants, since 

IIgn -gil (d-1) B' r' --- 0 , • n _ QO 

for each fixed f3' , r', and since again 

Consequently fn - f in the usual topology 72 (dl. 

(5) Lemma: W(Rd) is dense in (Q(Rd), 74 ), 

Proof: Since (Q(Rd) , 7 4) is the product of 
(S(Rd-l),72 (d-ll) and (Q(R),7 3 ), a neighborhood basis of 
an arbitrary f= (g, h) of (Q(Rd), 7 4), gE 5 (Rd- 1

) , hE Q(R), 

is given by the family of all sets ofthe typeB, B= B1 XB2, 
where B1 is a neighborhoQd ofgin(S(R"-1), 72(d-1~ and B2 is a 
neighborhood of h in (Q(R), 7 3), Ii f= (g, h) with h if W(R) , 
then the sequence of elements fn = (g, hn) with 

hn(p,,) = h .. (p,,)vn(p,,) converges tofin the 74 topology, 
with fn E W(R"). This is because II hn - h.,I1.,;;-:::;-:; O. Ii 
f= (g, h) with h E W(R), then of course f E W(R"). Hence 
W(R") is dense in (Q(R"), 7 4 ), 

(6) From (4) and the assumption on </>(f), we know 
that </>(f), for fE W(Rd) , is a continuous map from 
(W(R") , 7 1 ) to L (K k

, K/). Now let f n- fin (Q(R"), 7 4), with 
fnE W(R"). Then {fJ is a fundamental sequence in 
(W(R") , 7 1), Hence </>(fn) is also a fundamental sequence 
in L(K\ K '). Consequently ¢(fn) approaches a limit </>(f) 
as n- 00. Hence since the space L U< \ K') is a regular 
space, the map </> can be extended to a continuous map 
from (Q(R<f) , 7 4) to L ( K k, K ').5 In particular, this gives 
a definition of ¢(g ® 0,), for g E 5 (R"-l) , 0,(1/) = o( 1/ - t). 
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(7) Also, letgn-g in the usual topology of 5(Rd-1), 
then g n ® 0 - g ® 15 in the 74 topology of Q(Rd). Hence 
qJgn®15)-</>(g®15) in L(Kk,K ' ). Consequently 

</>: g- </>(g® B) 

is a continuous map from S(Rd-1
) to L(K k

, /(/). 

Theorem I is therefore proven. 

We remark at this point that 

¢(g®h)= J </>(g®15 t )h(l)dt 

as elements of L(K\K '), for hE S(R), fER, 

Theorem II, Let:\ be a positive integer, and let H be 
the Hilbert space H = D(Xi) n . , . n O(X~_1) nH with the 
norm 

lIull~=II(l+ IX1IA)uIl 2 + ... +11(1+ IX"_1I A)uIl 2
• 

Then the restriction jj of H to the domain D(H) of all iJ. 
in if such that Hu is in H is a self-adjoint positive 
operator in H. Let if" be the scale associated with the 
operator H in H, then there exists a sharp time field 
¢o(g) as an element of L(if"', it -k'), for g belonging to 
S(Rd-l) and some k' sufficiently large. Further, </>o(g) 
is a continuous map from S(R"-1), equipped with the us­
ual topology, to uri k',fi-k'). In the above, the symbols 
Xl> ... ,X"_lJ O(Xi), •.. , O(X~_1)' H, H, and II II have the 
same meaning as in Ref. 1, except that the test function 
space of the field is 5 (Rd) instead of D (R"). 

Proof: Ifere we shall skip over the proof of the state­
ment that H is a positive self-adjoint operator in the 
Hilbert space ii. We demonstrate the remaining parts 
of the Theorem in two steps. 
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(1) Let 5(R d).", {g0h (:=:5 (Rd), g cS(Rd- I ), hES(R), 
supph E [0,00)}. Then there exists a sequence g0hn be­
longing to S(Rd)+ such that g0 hn - g0 0 in the 1", topology. 

Proof: We introduce the functions hn(~)' for 
n= 1, 2,"', as follows: 

1 
for - "'~ '" ° n ' 

and 

'd' I 
ldr!hn(T) 1 ~ 1" (:3(l), l= 0, 1, 2,"', n= 1, 2,···. 

Hence Tin ('~ q(R), for h =. 1,2, .. '. 

Now given any b > 0, and 1> y> 0, we choose n» b, i. e., 
1 »b/n. Then for iT11 <b, we have I ~T)I ~(l/n~T)1 <b/n 
«1 for ~ in the interval [0, lin]. Hep.ce we have for 
1'1)1 <7> and 11»7>, the inequality 1> Ihn(T) I >l-Y. Fur­
ther, we have 

~h (1/) .,,; - «(y)1 l= 1 2,'" for n» 1iy. I d' - I (1)' 
dl)' n In' , 

We now show that the sequence hn - 6, the 6 distribu­
tion in the 73 topolOt~y, Le., we want to show that given 
any E>_O, there exists an.M such that for all n",M, we 
have 110 - hJI~ < c 

We proceed as follows. 

Since 

l=0,1,2,"', n=1,2,"', 

we have 

"E [{:3(l)]:2 21 (l)! cSconst. 

Hence there exists an R, 00 > R > 0, such that 

[5 ~R + t~] dT) i ~ (I:~I {5(1) 

- hn( 1))} I /[f:l(ZW221 (l)!) T)2! 1 < ~ . 
We choose 1> y > ° such that 

I:aTl(~ [P(l){·2221 (Z)!) 7)2!1 <~, 
i.e. , 
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Then Itn(t,) E S(R)H 5(R)+= {h E S(R), supph E [O,oo)} and 
hn(T)) E S(R) E Z(R)', the adjoint space of Z(R). In the 
above H n is given by 

Hn= (J~l!n d~ e-1!fe-l!<t-noe-nf2) -1, 

so we have 

r: d~ hnW = 1 for all n. 

hll) also belongs to 5(R) C Z(R)' (of course bounded and 
infinitely differentiable). Also we have 

Further, we choose Nl such that M» 1/y. Then for 
11 ;0 AI, we have 

so we have 

Hence we have 

~ r: d11 ( ~ [f3(l) l;2t(Z)! ) 7)2! 1 < ~. 
Consequently, we have, for n '" M 

116_hnll~=J~dT)[t( Ipd
l 

[5(7) 
_ 1=0 (7) 

Hence hn iJ:::;';. 6 in the T 3 topology, with 6 and hn E Q(R) 
and hn c 5 )R), for all n. Part (1) is therefore proven. 

(2) Following Nelson, we have for u, v belonging to 
D(jjk) with k so large that <b(j) is continuous from K 2k 

to K-2k , 

I<v, ¢(g0 6)wK-2kl 

,,; constlll ¢(g06) III 2k -2k IlvIIH-k,lluIlH- k" 
K .K 

for sufficiently large k'> O. We denote the bilinear form 

¢( g0 o)(u, v) = <;, ¢(g0 6)u) /( -2k 

by ¢o(g). ¢o(g) is consequently a bounded operator from 
H k' to H ok' • Hence we have 

1<;, ¢(g0 6)u)_2kl ~ ~ Cr."llgllr."lIvIlHk,llulliik 
}( ('r."h B 

where B is a finite set of {y, Il}, Cr." are some constants, 
and where 
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y=0,1,2,"', 

,,_{ ,,0) ,,(2) ,,14-0} ,- - ,.... , ,.,.. , ... ,..,.. , 

/1.(0=0,1,2,"', i=1,2, ... ,d-1, 

alk (d-l) 

axlk((f-l) • 

Hence the Theorem is proved using Ref. 6. 
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